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Abstract
Virtual reality (VR) has become an increasingly popular medium
for many purposes, including training, education, and video games.
While handheld controllers are traditionally used for interaction in
VR environments, alternative methods such as hand tracking, eye
tracking, and speech recognition have gained traction. Eye tracking,
in particular, has seen adoption with the release of commercial
VR headsets like the Meta Quest Pro and Apple Vision Pro. This
paper addresses the question: is eye tracking an effective method
for grabbing objects from a distance, allowing for an interaction
method similar to “Force Pull” seen in Star Wars? We examine
the accuracy and effectiveness of eye-tracked object grabbing in
VR, comparing it to non-eye-tracking methods. We develop an
interactive VR environment to measure time, accuracy, and task
load for eye-tracked object grabbing, distance hand grabbing, and
close-up object grabbing interactions with 3D objects. Our results
provide the indications that eye tracking outperformed the other
two methods across multiple metrics.
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1 Introduction
Eye tracking is among the most extensively studied hands-free
interaction methods in virtual reality (VR) environments [22]. With
the release of newer commercial VR headsets such as the Meta
Quest Pro and Apple Vision Pro, eye tracking has seen broader
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adoption as a method of interaction in VR. This technology has
shown promise in creating adaptive VR systems and enhancing
user experiences [17], with applications across fields such as behav-
ioral science, education, medicine, design, and virtual reality [21].
Eye tracking integrated into head-mounted displays (HMDs) has
become especially popular for interaction in VR-based education
and learning contexts [21]. Prior research indicates that eye gaze
reaches objects before other interaction methods are applied [26],
making eye tracking a faster option for selection and pointing tasks
in VR [22, 27].

Through individual gaze calibration, eye tracking can achieve the
accuracy needed for precise interaction [23], potentially serving as
an alternative for users with physical disabilities [6]. Recently, hand
tracking (without holding a tracking device such as a controller)
has also gained acceptance as a viable replacement for traditional
hand controllers [18]. However, while its performance varies across
contexts compared to hand controllers [15], the efficiency of hand
tracking techniques as a selectionmethod relative to eye tracking re-
mains under-explored. Furthermore, few studies have examined the
effectiveness of eye-tracking interactions in VR compared to hand
controllers [8, 14, 19], and none, to date, have directly compared
eye tracking with hand tracking methods for grabbing objects.

The goal of this paper is to examine the effectiveness of eye
tracking as an object grabbing method in VR compared to two hand-
tracking-based grabbing techniques. In summary, the contributions
of this paper are as follows:

• We design a VR environment to test the effectiveness of
various object interaction methods, and evaluate the effec-
tiveness of eye tracking as an object-grabbing method within
a VR system using eye-finger multimodal interaction.

• We provide a comparative analysis of three methods, eye-
tracked object grabbing, distance hand grabbing, and close-
up object grabbing interactions in VR by examining user
preferences, accuracy, task completion time, and task load.

• We analyze participant results across different genders, high-
lighting equitable access to eye-tracked interactions in VR.

2 Related Works
2.1 VR Interactions
Although controllers are traditionally the most common interaction
method in VR, alternative methods are gaining wider acceptance
among users. The most prevalent of these are hand tracking, head
tracking, speech interaction, and eye tracking. In a systematic re-
view, Monteiro et al. [22] identify speech interaction as the most
widely used hands-free interface, followed by eye and head gaze
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interactions. Previous studies also compare the usability of hand 
tracking and controller-based interactions in virtual environments 
[12, 15, 16, 18, 36]. For example, Hameed et al. [12] evaluate play 
length, click frequency, selection frequency, and mental effort in 
a reach-pick-place VR task, finding that handheld controllers out-
perform hand tracking across all metrics. Similarly, Johnson et al.
[15] compare hand tracking and controller-based interactions in 
a ball-sorting task and observe that hand tracking leads to poorer 
performance and a reduced sense of naturalness. Bothén et al. [5] 
explore head gaze as a means for implementing common game 
interactions such as aiming and walking. Additionally, sensors such 
as electroencephalogram (EEG) sensors [34] and cameras [31] have 
been used in VR for various purposes.

Another study assesses various VR interaction methods and finds 
that participants prefer controller interactions with controller visu-
alization over hand tracking in different tasks [36]. Luong et al. [18] 
examine the effects of VR controllers and free-hand interaction on 
effort, performance, and motor behavior in selection and trajectory 
tracing tasks. Their findings show that participants feel more in 
control, experience less physical effort, and perform faster and more 
accurately using VR controllers in a raycast setting. However, in 
mid-air settings, hands-free interaction proves to be more effective 
than controllers. Khundam et al. [16] compare VR controllers and 
hand tracking across four interaction types and find no significant 
differences in accuracy, preference, or usability between the meth-
ods. Although controllers slightly outperform hand tracking on the 
System Usability Scale, hand tracking is perceived as more useful 
and realistic, particularly in medical training contexts.

Aslam et al. [3] develop a voice-augmented virtual interface, 
comparing natural language commands to hand controllers for VR 
interactions. The voice-augmented interface achieves lower error 
rates, higher precision, and similar efficiency to hand controllers. 
The mixed results in prior studies indicate that there is no conclusive 
evidence favoring one interaction method over another across all 
applications.

2.2 Eye Tracking in VR
The integrated eye-tracking capabilities in the latest HMDs are 
gaining popularity and admiration. Several surveys reference differ-
ent methods and applications of eye tracking in existing research 
[1, 17, 21, 23, 29]. Mikhailenko et al. [21] provide an overview of 
fields where eye tracking is applied, including behavioral science, 
education, medicine, design, and virtual reality, with a particular 
focus on eye tracking in VR for educational applications. Eye track-
ing can assist in developing adaptive VR systems and enhance the 
user experience [17].

Some studies evaluate the performance of eye tracking for se-
lection when combined with hand tracking for manipulation [6, 7, 
25, 26, 28]. Pfeuffer et al. [28] develop an experimental interface 
enabling participants to perform tasks by selecting 3D objects with 
eye gaze and manipulating them using hand pinch gestures. Based 
on user feedback and observations, the proposed method is both 
useful and innovative, surpassing traditional real-world interac-
tions. Cecotti et al. [6] present a virtual keyboard designed for users 
with disabilities, where users can point to specific keys using eye 
gaze and select them by performing one of eight hand gestures.

Chen et al. [7] examine eye-hand coordination patterns among chil-
dren and adults while playing two different video games. Mutasim
et al. [26] explore gaze behavior in a VR eye-hand coordination
training system for sports, finding that participants locate an object
with their gaze approximately 0.25 seconds before touching it with
their finger.

Plopski et al. [29] includemultimodal interactions alongwith eye-
only interactions in their survey.Wei et al. [37] test the performance
of eye tracking on the Meta Quest Pro headset under both head-free
and head-restrained conditions, finding the Meta Quest Pro to be a
viable option for eye tracking, with signal quality comparable to
existing augmented / virtual reality eye-tracking headsets.

Some studies compare the efficiency of eye tracking in selec-
tion or aiming tasks with other interaction methods, such as hand
controllers [14, 19], head tracking [4, 8], and gamepad input [27].
Luro et al. [19] compare gaze-based aiming in VR to traditional
controller-based aiming in an "aim and shoot" task. The usability
scores show no significant difference in performance between gaze
and controller aiming, although gaze performs better overall in
terms of speed and when targeting unpredictable paths. Blattger-
ste et al. [4] contrast head-gaze and eye-gaze aiming to assess the
advantages of eye-gaze-based engagement techniques in VR and
AR. Their findings show that eye-gaze outperforms head-gaze in
speed, task load, head movement, and user preference. Pai et al.
[27] propose a system combining gaze tracking with forearm elec-
tromyography for VR selection tasks and compare it with gamepad
input, motion-tracked controllers, gaze direction with dwell time,
and eye-gaze direction with dwell time. Their results show that
eye-gaze selection with forearm contraction is a quick and efficient
targeting method for VR applications.

Choe et al. [8] evaluate the performance of head tracking, man-
ual controllers, and gaze input techniques to determine the best
timing and input method for VR. They find that manual controllers
yield the shortest task completion times, while gaze input provides
the highest accuracy. Hou et al. [14] investigate eye-based selection
in a VR environment using Fitts’ Law modeling and compare three
techniques: controller selection with confirmation, eye-gaze selec-
tion with dwell confirmation, and eye-gaze selection with controller
confirmation in 2D and 3D environments. Their findings indicate
that eye-gaze accuracy is higher for 3D objects, whereas controller
interaction is more accurate for 2D objects. However, eye dwell
performs worse in terms of both speed and accuracy. Mutasim et
al. [25] design a task to examine hand pinch performance under
Fitts’ Law, where objects are targeted with eye gaze and activated
through pinching, button clicks, or dwell. Their results suggest that
pinch gestures serve as a viable alternative to button clicks in eye-
gaze-based VR systems, though participants prefer button clicks
and dwell due to pinch recognition issues with the Leap Motion
device.

Danion et al. [10] investigate gaze behavior while tracking a mov-
ing target with either eye tracking or hand tracking, finding that
eye tracking produces more accurate results than hand tracking. Ad-
ditionally, they note that participants keep their gaze closer to the
target in both types of experiments, even when not instructed to do
so during hand tracking. Vertegaal [35] compares two eye-tracking
input techniques—manual click and dwell time click—using Fitts’
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law, concluding that eye tracking combined with manual click out-
performs dwell time click in both speed and accuracy. Sonntag et
al. [33] introduce a virtual traffic environment to examine the effec-
tiveness of eye gaze interaction in various pedestrian activities at
traffic signals. A systematic review by Monteiro et al. [22] identifies
eye gaze as especially well-suited for pointing and selection tasks
among hands-free interfaces.

Most studies on eye tracking use satisfaction, efficiency, and
efficacy as evaluation metrics, often through custom questionnaires
[22]. Accuracy and error rates are the primary metrics for efficacy,
while interaction times are the primary metrics for efficiency. How-
ever, eye tracking metrics in most studies are limited to fixation
durations and counts, indicating a need for more extensive research
to improve performance [17, 30]. Rappa et al. [30] propose an ana-
lytical framework for extended reality research using eye tracking,
which includes six distinct aspects that could support future studies
in this area.

Eye calibration is essential for each participant prior to eye track-
ing experiments to ensure an accurate gaze vector [23]. However,
recalibration may be necessary during experiments to maintain
the highest accuracy, which can be time-consuming and disruptive
for participants [28]. Real-time recalibration is therefore valuable,
allowing eye tracking systems to recalibrate autonomously with-
out interrupting the user experience [23]. Sidenmark et al. [32]
investigate the timing and likelihood of gaze fixations on objects
interacted with during hand interaction in VR. They find that the
optimal approach for real-time recalibration is to set the object as a
calibration point, recording gaze data when participants fixate on
it.

Clay et al. [9] analyze participants’ eye pointing in a VR envi-
ronment to assess its effectiveness. Meißnera et al. [20] review the
advantages of different eye-tracking technologies for desktop, nat-
ural, and virtual environments, highlighting the benefits of mobile
eye tracking specifically in VR. Duchowski et al. [11] describe ad-
vancements in binocular eye tracking within VR, where user gaze
direction, head position, and orientation are tracked to better un-
derstand user actions. Moustafa et al. [24] investigate gaze position
and eye-hand coordination, particularly for individuals with vision
impairments, by analyzing how they read and interact in VR. Other
applications of eye-tracking data include predicting cybersickness,
as explored in studies by Andrei et al. [2]. Additionally, Andrei et
al. [2] find that eye tracking can contribute to making VR-based
conversations feel more realistic for users.

While some prior studies investigate the efficiency of eye track-
ing combined with hand tracking, and others compare eye tracking
as a pointing method against hand controllers and head tracking,
none specifically examine the usability and accuracy of eye tracking
in comparison to hand tracking in VR when performing a grabbing
task. Previous experiments have not explored the use of a distant
hand grab gesture in combination with eye tracking as a multimodal
interaction method.

This research aims to show the advantages of a multimodal inter-
action technique that combines eye trackingwith fingermovements,
allowing users to select an object using eye tracking and grab it
with a pinch gesture. We compare user preference, time, accuracy,
and task load of the eye-tracked method against two types of hand
tracking methods in VR: distance hand grabbing and close-up object

grabbing. In our research, we deliberately choose not to include
the use of controllers. Our ultimate goal is to improve accessibility
for users in VR, and we believe that enabling VR interactions with
minimal additional tools (using hands rather than controllers) is a
step in the right direction.

3 Object Interaction Methods
In this research, we demonstrate the effectiveness of incorporating
eye tracking into 3D object interactions in VR. We focus on one
fundamental interaction as our starting point: grabbing an object.
This interaction is both common and essential in VR environments.
For our study, we define the following three object interaction
methods:

Eye-tracked (ET) object grabbing is a multimodal interaction
method in which objects are selected in a scene using the user’s
eye gaze. Once an object is selected, a small finger motion—a pinch
gesture in this case—causes the selected object to move to the
user’s hand. This method minimizes body movement compared to
the other methods, as the user does not need to move their arm
throughout the process, evoking scenes from Star Wars where the
Jedi characters can summon objects to their hands with minimal
motion. Figure 1 shows ET object grabbing in action for a user
wearing a VR headset.

Distance hand (DH) object grabbing requires the user to raise
and extend their hand to point at an object. When an object is
pointed at, it becomes selected, and a pinch or grab motion brings
the object to the user’s hand. Figure 2 shows DH grabbing.

Close-up (CU) object grabbing involves grabbing an object
with the hand at a close distance, similar to how one would inter-
act with an object in the real world. This method serves as our
baseline for comparison. Additionally, we aim to observe whether
participants prefer this method due to its resemblance to real-life
interactions. Figure 3 shows CU object grabbing. In this example,
the boundary of the VR environment is set to match the boundary
of the physical world, so the user is safe when performing VR tasks.

4 VR Environment for Object Interactions
To implement the VR setup for this study, we developed the experi-
mental project using Unity Engine, leveraging the Oculus Integra-
tion SDK (version 57.0.1) to obtain eye tracking and hand tracking
data. The project was primarily developed in C#. By integrating
the OVR eye gaze script with custom eye interactor and eye inter-
actable scripts, we implemented new functionalities and tailored
the setup within our VR scenes.

The eye tracking used in this study is based on the Oculus In-
tegration SDK, with two eye interactors developed to support left
and right eye gaze. An eye-tracking interactor script is attached
to each eye, responsible for managing eye tracking behaviors. To
allow interaction with distant objects, the ray distance was set to
20. The eye-tracking raycast was made transparent to avoid addi-
tional visual effort in targeting objects. An eye interactable script
was written and attached to each 3D interactable object, enabling
appropriate functionalities when the eye-tracking ray intersects
with an interactable object.

In our eye tracking setup, we implemented a multimodal interac-
tion technique where object selection occurs via eye tracking and
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(a) Eye-tracked object selection. (b) Grabbing an eye-tracked object.

Figure 1: Eye-tracked object grabbing. (a) illustrates that an object can be selected by the user looking at the object. No arm
movement is needed. (b) illustrates that with a pinch motion of the hand, the selected object flies to the user’s hand.

(a) Distance hand object selection. (b) Grabbing a selected object.

Figure 2: Distance hand grabbing. (a) illustrates that an object can be selected by the user extending the hand to point at the
object. (b) illustrates that with a pinch or grab motion of the hand, the selected object flies to the user’s hand.

Figure 3: Close-up object grabbing. The user needs to walk up to the object and grab the object similar to grabbing an object in
real life.

manipulation is managed through hand gesture. Users can select a
3D object by gazing at it and then grab it by performing a pinch
gesture. Here are the functions of the eye interactable script:

• Selection (when eye gaze hits an eye interactable)

• Grab (when user grabs an object)
• Idle (when neither selection nor grab happens)

The DH grab tracking is implemented by attaching a distance
hand grab interactor prefab to each hand interactor, for both the left
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and right hands. The DH grab interactor is responsible for detecting
the hand grab posture and facilitating distance grabbing with bare
hands. Additionally, a DH grab interactable script is attached to
each interactable object to recognize grab gestures directed toward
it and to manage the corresponding functionalities.

When an object is selected, a "SELECTED" text message appears
above it to provide feedback to the user (this can be turned off as
needed). An object is deselected when the user looks away (in ET)
or when the user moves the arm away (in DH). After selection,
the user can grab the object by performing a grab gesture with
either the left or right hand. The grab gesture is recognized using
data from the OVR hand. Once the system detects a grab gesture,
it calculates the distance and direction between the interactable
object and the user’s hand. The object’s position is then updated
from its previous location to align with the user’s hand’s grab point.
A rigidbody component is attached to each interactable 3D object to
enable physics-based movements. After a successful grab, the object
moves from a distance to the user’s hand automatically, simulating
a natural grasping experience.

The CU grab tracking is implemented by attaching a hand grab
interactor prefab to each hand interactor, for both the left and right
hands. The CU grab interactor detects the hand grab posture and
enables grabbing with bare hands. Additionally, a hand grab inter-
actable script is attached to each interactable object to recognize
grab gestures when an object is touched and grabbed with bare
hands, allowing for the execution of the intended functionalities.

The VR environment is designed to support the study and com-
parison of different interaction methods. It can spawn three types
of objects: cubes with varying colors, cubes of different sizes, and
objects with diverse shapes. This setup enables a range of object
interactions across multiple task types. Figure 4 illustrates one pos-
sible setup where cubes of different colors are created around a
user.

Figure 4: An illustration of one experiment setup where five
cubes with different colors are randomly generated around
the user. They can be at different angles and different heights.

5 User Study
5.1 Study Setup
For our study, we test three distinct object grabbing methods: ET
object grabbing, DH grabbing, and CU grabbing. Each interaction
method is evaluated using three tasks:

• The Color Task: select among five cubes of different colors
(red, blue, orange, green, and pink) but identical sizes.

• The Size Task: select among five cubes of varying sizes, each
labeled with a unique identifier (1 to 5).

• The Shape Task: select among five differently shaped objects
(cube, rectangular prism, triangular prism, sphere, and star)
with identical colors.

We use these tasks to provide participants a variety of visual
stimuli. Each task includes five sub-tasks, where for each sub-task,
users are instructed to select a specific object based on predefined
criteria.

Figure 5 shows a few examples of the tasks from the user’s first-
person view. Figure 5 (a) and (b) show the Color Task where the
user grabbed a red cube; (c) and (d) show the Size Task where the
user grabbed a size-3 cube; (e) shows the Shape Task where the
user grabbed a sphere; finally, (f) shows an instruction board that
informs the user what their next task is.

We utilized a laptop (8th Gen Intel(R) Core (TM) i5-8350U CPU
@ 1.70GHz 1.90 GHz) and a desktop PC featuring a 12th Gen In-
tel(R) Core (TM) i7-12700H @ 2.10GHz with Nvdia GeForce GTX
1060 graphics. Meta Quest Pro was used for this study which was
connected to the desktop PC. The laptop was used for collecting
survey responses.

5.2 Study Procedure
The user study was conducted in a controlled, in-person lab envi-
ronment, with identical equipment provided to each participant to
ensure consistent testing conditions. To enhance the sense of im-
mersion, participants were asked to stand in the center of a circular,
object-free space. Only the experiment facilitator, located outside
the VR boundary, was present to monitor and process the hand-
tracking data. Participants were informed that questions during the
study were limited to exceptional cases and that any uncertainties
were clarified before starting the study.

After a brief introduction to the study procedure and equipment,
participants were immersed in the virtual environment. Participants
were asked to complete all three tasks. The order of the tasks was
randomized for each participant to minimize the learning effect
from one task to another. A short break and additional briefing
were provided prior to each new task. Participants were told to try
to complete the tasks as fast as they could. Following the study,
participants completed a questionnaire assessing their preferences
and task load. The entire process, including preparation, the study,
and the post-study questionnaire, took approximately 60 minutes
per participant.

In all tasks of the study, a practice session preceded the main
task to ensure participants felt comfortable and confident with each
interaction method. No time limits were imposed on the practice
sessions, allowing participants to fully understand the interactions,
regardless of their prior familiarity with VR.
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(a) Eye-tracked object selection (Color
Task).

(b) Grabbing the eye-tracked object
(Color Task).

(c) Distance hand object selection (Size
Task).

(d) Grabbing the distance-hand selected
object (Size Task).

(e) Close-up object grabbing (Shape
Task).

(f) Instruction board.

Figure 5: Examples of the tasks involved in the user study from the user’s view: (a) Selecting the red colored cube as per the
instruction from five different colored cubes using eye tracking. (b) Grabbing the red cube after selecting it with eye. (c) Selecting
the size-3 cube from five different sized cubes using distance hand selection. (d) Grabbing the selected cube with hand after
selecting it. (e) Grabbing the sphere with close-up object grabbing from five different shapes. (f) Example of an instruction
board in a color task.

The user study was reviewed and approved by the Research
Ethics Board (REB) at the University of Calgary.

6 Results and Discussions
A total of 21 participants were recruited through the University of
Calgary mailing lists of students. Each participant was assigned a
unique ID to ensure the anonymity of the study data. The partici-
pants were between the ages of 22 and 49. 15 participants reported
some previous experiences with VR. We asked participants to self-
identify their gender; 10 self-identified as men and 11 self-identified
as women, with no other gender reported. Participants reported
their ethnic backgrounds as South Asian, East Asian, and Middle
Eastern. Only one participant indicated "somewhat" sensitivity to
VR sickness, while all others reported "no" sensitivity. All partici-
pants identified as right-handed and confirmed that they did not
have color blindness.

6.1 Questionnaire Results
After completing the study, participants filled out a post-study ques-
tionnaire. In total, 19 of the 21 participants agreed that interacting
with 3D models was easier using ET; one participant disagreed,
and another responded with "maybe." Additionally, 19 participants
believed that tasks took the least time to complete with the ET
method, while two answered "maybe."

Participants rated their levels of discomfort, fatigue, and dizzi-
ness on a scale from 1 to 10, with 10 indicating the highest level
of discomfort and 1 the lowest. For ET, 19 participants rated their

experience as 1, while two rated it 2. Responses for the DH method
varied between 1 and 4, and for the CU method, ratings ranged
from 1 to 6. These results suggest that participants experienced
higher levels of discomfort, fatigue, and dizziness with DH and CU
interactions compared to ET.

Lastly, 12 participants reported feeling less confused when com-
pleting tasks with ET compared to the other two methods. Of the
remaining participants, five disagreed, two responded "maybe," and
two noted that they needed extra time to understand the interaction
method.

6.2 Time
For the quantitative analysis, we analyze the time measures: Selec-
tion time refers to the time a user takes from the start of a task to
making the correct selection in ET and DH interactions. Selection
and Grab (Selection-Grab) time refers to the time a user takes from
the start of a task to successfully select and grab the correct object
(or in the case of CU grabbing, select and grab are considered the
same action).

The comparative analysis between ET and DH selection times
reveals that ET is significantly faster at selecting a 3D object from
a distance compared to DH. Figure 6 shows the selection time
comparisons for each of the three tasks using both interaction
methods. ET outperforms DH, with results statistically significant
at the 95% confidence level, as determined by two-tailed paired t-
tests (Table 1). For instance, in the Color task, the average selection



Is the Jedi Force Pull Method Effective? Evaluating Eye-Tracked Object Grabbing in VR FDG ’25, April 15–18, 2025, Graz, Austria

Figure 6: Selection time comparison between ET and DH
in three different tasks. Error bars represent one standard
deviation.

Figure 7: Selection-Grab time comparison between ET, DH,
and CU grabbing in three different tasks. Error bars represent
one standard deviation.

time with ET is 10.16 seconds, significantly lower than the 20.64
seconds required for DH.

We use ANOVA (Analysis of Variance) to assess whether there
are statistically significant differences in the Selection-Grab times
across the three interaction methods (ET, DH, and CU). By com-
paring the mean performance metrics for each interaction type,
ANOVA helps determine if any observed differences in times or
error rates are unlikely to have occurred by chance. When ANOVA
indicates significant results, we conduct post-hoc t-tests to identify
specific pairs of interactions that differ.

Results show that participants take less time to select and grab
a 3D object using ET compared to both DH and CU interactions.
Figure 7 shows the select and grab time comparisons for each task
across the three interaction methods. ET outperforms DH and CU in
all tasks, with results statistically significant at the 95% confidence
level, as determined by two-tailed paired t-tests, with the Bonferroni
correction used to account for the multiple t-tests (Table 2).

6.3 Accuracy
We measure accuracy across ET, DH, and CU interactions by calcu-
lating the total number of mistakes participants make in each task.
Mistakes are defined as grabbing an object different from the one
specified for that task. Table 3 shows the number of mistakes made
by participants in each task. As expected, CU grabbing is the most
accurate, as participants must walk up to the object, giving them
extra time to confirm its correctness. Participants using ET and DH
demonstrate similar accuracy.

Tasks ET DH p-value
ET and DH

Color 10.16 20.64 < 0.001
(3.18) (7.78)

Size 9.48 16.92 < 0.001
(3.95) (4.70)

Shape 8.07 16.24 < 0.001
(2.23) (6.90)

Table 1: Selection time performance (mean and standard
deviation) across all participants, measured in seconds, with
the p-values of t-tests.

Tasks ET DH CU p-value p-value
ET and

DH
ET and

CU
Color 14.20 23.52 25.78 < 0.001 < 0.001

(4.53) (8.32) (9.04)
Size 13.46 18.44 22.54 0.003 < 0.001

(4.66) (4.31) (7.00)
Shape 12.62 18.22 23.31 0.005 < 0.001

(3.20) (7.55) (10.53)
Table 2: Selection-Grab time performance (mean and stan-
dard deviation) across all participants, measured in seconds,
with the p-values of t-tests.

6.4 Gender Analysis
We present the results of a comparative analysis between women
and men participants interacting with ET, DH, and CU grabbing
methods. A research question is whether there are any differences
in performance when examining each gender separately using the
eye-tracked method. Tables 4 and 5 show that ET consistently
outperforms DH and CU in both Selection and the Selection-Grab
times across all tasks, with statistical significance for each gender.

When comparing across gender, in ET tasks, women participants
required less time than men participants for both Selection and
Selection-Grab times. In contrast, man participants generally took
less time than women participants for DH and CU tasks, except in
the CU Color task. While none of these differences are statistically
significant, this finding provides some indications that women
participants were not disadvantaged by the ET interaction, and that
eye tracking is equally accessible and user-friendly for both women
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Figure 8: Task Load survey comparison between ET, DH, and CU grabbing. A lower score is more desirable in all factors. Error
bars represent one standard deviation.

and men users, reducing entry barriers and enhancing inclusivity
for women in using VR environments.

Mistakes Interaction Type
ET DH CU

Color Task 2 4 0
Size Task 2 3 0
Shape Task 3 5 1

Table 3:Mistakesmade by all participants for each task across
the three grabbing methods.

6.5 Task Load
We asked the participants to fill out a NASA Task Load Index (TLX)
survey in the post-study questionnaire. The NASA TLX survey [13]
is a subjective workload assessment tool that was developed to
allow users to assess subjective workload assessments on various
human-machine interface systems. The NASA TLX survey tracks
six factors: mental demand, physical demand, temporal demand,
performance, effort, and frustration.

We chose this survey to measure the feasibility of the eye-tracked
interaction method as an alternative to hand tracking, in terms of
how much load it puts on the users. A participant provided a rating
for each of the six factors. The factor of Performance was rated

Tasks Men Women
ET DH ET DH

Color 10.46 19.88 9.88 21.33
(3.75) (6.51) (2.72) (9.04)

Size 10.46 16.22 8.59 17.57
(3.77) (3.35) (4.07) (5.75)

Shape 8.25 14.97 7.90 17.39
(2.08) (4.69) (2.46) (8.50)

Table 4: Selection time performance (mean and standard
deviation) for Men and Women using ET and DH, measured
in seconds.

on a scale of "perfect" to "failure" while the other five factors were
rated on a scale of "low" to "high", representing scores from 0 to 100.
Participants completed the TLX survey for each of the interactions
they experienced and marked the task loads based on their own
experience.

Figure 8 shows the average adjusted score for each of the six
factors, based on user post-participation responses. We received a
large range of responses as the standard deviations show. While ET
received the least average score for the six factors, the significant
results came in the factors of physical demand, effort, and frustra-
tion, indicating that participants experienced lower physical stress
during the ET interactions while having less effort and frustration.
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Tasks Men Women
ET DH CU ET DH CU

Color 14.61 22.33 26.34 13.82 24.60 25.27
(5.14) (7.80) (9.89) (4.11) (9.00) (8.64)

Size 14.48 17.70 22.08 12.53 19.12 22.97
(4.68) (3.67) (3.64) (4.65) (4.89) (9.26)

Shape 13.40 17.01 21.35 11.91 19.32 25.08
(3.29) (5.88) (6.80) (3.10) (9.28) (13.15)

Table 5: Selection-Grab time performance (mean and stan-
dard deviation) for Men and Women using the three grab
methods, measured in seconds.

7 Conclusions, Limitations, and Future Work
In this paper, we conduct a study comparing three VR interaction
methods to evaluate the In this paper, we conduct a study compar-
ing three VR interaction methods to evaluate the effectiveness of
combining eye tracking with finger movements for a multimodal
method for object grabbing. Our results provide some evidence that
the eye-tracked method demonstrates superior efficiency and user
preference, reducing the time required for interactions with 3D
models and providing a more favored alternative to hand-tracking-
only interactions in VR for object grabbing. Additionally, our find-
ings show that women perform as well as men when using the
eye-tracked method, suggesting that it is equally accessible and
effective across genders. These results indicate that eye tracking is
an efficient interaction technique in VR, particularly valuable for
applications in learning and gaming, where fast and accurate 3D
interactions are essential.

Despite the promising outcomes, several limitations impact the
generalizability of our results. First, our study sample was relatively
small and drawn from a university population, which may not fully
represent broader demographics or skill levels. Additionally, the
limited range of tasks (selection and grabbing) and the relatively
simple environments confine our conclusions to these specific inter-
actions. Incorporating other common VR interactions (e.g. moving,
scaling, rotating, and repositioning objects) would be a natural next
step. More complex environments would certainly add difficulty to
any of the interaction methods presented.

We plan to analyze additional user physical attributes to ex-
pand the scope of our findings. Future research could explore fully
hands-free interactions by integrating eye tracking with speech
recognition, providing a practical alternative for users with physical
disabilities. Furthermore, eye-tracking selection could be extended
to support more complex object manipulations, such as scaling and
rotation. Studies on long-term usability, fatigue, and performance
in collaborative VR environments would offer insights into the
method’s effectiveness across various settings. Testing with diverse
populations beyond a university sample could also generalize find-
ings. Broadening the application of eye tracking to other domains
beyond object selection and distance grabbing could contribute
to more accessible VR interfaces for educational and professional
environments, fostering innovation in virtual learning and gaming
applications.
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