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Abstract— We propose an all-IP wireless network architecture achieved for a strict priority service discipline under whhi
that does not require any change inside the network and can class; has the least priority [2].

interwork with the existing wired network. This architecture Talukdaret al. [3] extended the work of Jamin to wireless

is based on the operation of IntServ over DiffServ network. . . . . .
The standard RSVP protocol is used for signaling and reser- environments. Their scheme aims at accommodating real-tim

vation. The approach is based on probabilistic behavior of applications which cannot tolerate any QoS degradatioes du
mobile users and does not require precise knowledge of userto mobility. They have assumed that the mobility of a user
mobility specification. The architecture allows mobile users to js predictable so thamobility can be characterized precisely

specify both packet-level and connection-level Quality of Service 1, mqpility specificatiomvhich consists of the set of cells the

(QoS) parameters. Simulation results show that the proposed . . - - . .
architecture allows flexible network resource management while mobile user is expected to visit during the life time of the

achieving high resource utilization. flow. This is a very strong requirement and usually it is not
feasible in practice.
|. INTRODUCTION According to Talukdaeet al. [3], to implement this service

Wireless IP networks consist of two components, wireleggodel it is not enough to reserve resources along the path
access networks and an IP backbone network. There #fm the destination to the current location of the mobilstho
important issues that should be addressed in wireless iiRs necessary to make reservations along all the paths to
networks in order to provide a seamless service on both fixether locations the mobile host may visitowever, it is not
and mobile environments. Perhaps the most important isgigcessary to initiate the data flow along each of those paths.
is quality of service (QoS) provisioning. Current wired IP In a series of papers Mahadevat al. [4] have studied
only offers thebest effortservice which treats all packetswhether DiffServ, as defined for wired networks, is suitable
from all users equally. In wireless environments due to ifigec for wireless networks. According to their study, several en
characteristics of wireless channel, QoS provisioningvisne hancements including signaling and mobility considerstio
more challenging. should be made into DiffServ.

Lots of research has been done to address the QoS proAccording to their study, due to user mobility, static provi
visioning problem in wired IP networks and a number osioning of DiffServ is not sufficient in wireless environnien
QoS architectures have been proposed. To date, the IETF Wd3en a mobile executes a handoff, it is necessary to allocate
adopted two architectures for providing end-to-end QoS fasources dynamically. In addition to this, a signalingtqcol
wired IP networks: Integrated Services (IntServ) and Diffeis required as opposed to implicit admission control in Diff
entiated Services (DiffServ). Serv. This signaling protocol should consider the low band-

Integrated Services have been extensively studied in wiregdth and mobility characteristics of the wireless network
networks. There have been many proposals for supportittg rea The previous wireless IntServ [3] and wireless DiffServ
time services in this framework. Among these proposals, tid approaches have drawbacks of their respective undeylyi
work by Jamin [1] has received a considerable attention. architectures. Maintaining a per-flow state in every rouser

In IntServ framework, flows are required to provide tokeAot scalable, and aggregation does not allow for quarvgtati
bucket parameters at connection time. Each flow is describggfvices to be offered to flows. Furthermore, assuming that
by an average rate and bucket deptlh. Jamin uses token the exact mobility specification of a user is known beforehan
bucket description of flows to analyze the effect of acceptiris unrealistic. Also, reserving bandwidth in all the celistt
a new flow on delay bounds of existing flows. If acceptinﬁ‘le mobile user will visit is too conservative and will leaa t
a new flow will violate delay bounds of existing flows, therPpoor network utilization. Both approaches require sigaific
admission control will reject it. changes in the network infrastructure either by changirg th

Assume that there ar®’ priority classes such that clags behavior of routers inside the network or by introducing new
has higher priority than clagsprovidingl < i < j < N. Let signaling protocols.

b; andr; denote the sum of bucket depths and average ratedn this paper, we propose an all-IP wireless network archi-
for all flows in classi. And let ;. denote the link capacity.  tecture that does not require any change inside the network
The worst-case clasg delay, with FIFO discipline within and can interwork with the existing wired network. In this
the class and assuming infinite peak rates for the sourc@&hitegture, the standird RSVP Fg0t000| is r:JSe”d for f?jgntil
o b . . . ing and reservation. The proposed approach allows flexible
Is D} = p=y1 "l for each clasgj. Further, this delay is network resource management while achieving high resource



utilization. The scheme is based on probabilistic behagfor case, guaranteed service is mapped to the EF PHB [7] and
mobile users and does not require precise knowledge of upegdictive service is mapped to an appropriate AF class [8].
mobility specification. This architecture is flexible enbuip

support any target flow dropping probability. The admissiof. Reservation Protocol

control component of the architecture is based on our ppevio A important feature of our proposed architecture is that
work in [5] which was proposed for admission control int gperates with RSVP without any required change. This is
wireless data networks. _ because our admission control algoritterplicitly reserves
~ The rest of this paper is organized as follows. In segasources in the local cell, where a connection request has
tion Il we present our all-IP wireless network architecturgyeep, generated, but itplicitly reserves resources in other
Sections Ill, IV, and V are dedicated to the distributed tB6e g5 Therefore, the normal operation of RSVP is enough to
management component of the architecture. We investigate fperate in this combined environment as addressed by Bernet
performance of the proposed scheme through simulation dp g in [6].
section VI. Finally, Section VIl concludes the paper. RSVP [9] uses two types of messages to setup the reserva-
tion states in the routers, PATH message to setup the data flow
] ) N path and RESV message to make the bandwidth reservation.
As we mentioned earlier, scalability concerns of the IntSefr,o signaling process for end-to-end QoS starts when the
model in wired Internet forced the research community iQ.ging host generates a PATH message. The PATH message
design the DiffServ which is a simpler and more scalablg c4rried towards the receiving host. In the IntServ regien
framework. However, some disadvantages related to thie Staandard processing is applied and the PATH state is iadtall
nature of the DiffServ model have been discovered. Theeefok; the edge router and the message is sent towards the DiffSer
cooperation of the two models have been proposed [6] {ggion. In DiffServ network the PATH message is processed as
develop a dynamic and scalable architecture for wiredeer nqrma| |p packets until it reaches the IntServ region and the
which would be able to offer end-to-end quality of service. yoceiving host that will generate an RSVP RESV message. The
RESV message is carried back towards the DiffServ region
and the sending host. At the edge router the RESV message
triggers admission control processing. If it is accepteghitihe
message is forwarded through DiffServ region to the sending
host until it reaches the local base station. When the local
base station receives the RESV message it initiates a $pecia
admission control process which is described in section V.
Hence, all the processing involved in this connection setup
are the standard IntServ/DiffServ operations except tieisd
sion control process at the base stations.

II. ALL-IP WIRELESS ARCHITECTURE

B. Scheduling Algorithm

The unified scheduling algorithm of [10] is used in the
Fig. 1. All-IP wireless network architecture IntServ region. In this scheme guaranteed service is peovid
by weighted fair queuing algorithm [2]. Weighted fair quegii
In a wireless environment, resource utilization is a sexio@S>'9NS a portion of link capacity to each active flow. The

issue. The static nature of the DiffServ model will degradgcheduling discipline for predictive service is a priomfyeue.
the network performance. Therefore, we have designed dyi€ flows within each predictive class are scheduled by FIFO
all-IP wireless network architecture based on the coojmerat algorlthm. Best effqrt floyvs have the lowest priority n the
of IntServ and DiffServ as depicted in Figure 1. In thigcheduhng. The satisfaction of end-to-end delay requéresn

architecture IntServ operates at the wireless access rietws the responglblllty of e”‘?' systems. An end system CO,“'P' use
while core IP network is operating DiffServ. Since a wirales2nY QoS routing mechanism to select a route that satisfies its

link can not accommodate a large number of flows as opposdifi-to-end requirements.
to backbone links, scalability will not be the problem here.
By using IntServ and RSVP in wireless access network,
guantitative services can be offered to mobile users. WhenWe consider a wireless network with a cellular infrastruc-

IntServ is used to provide access to DiffServ network, thetmdure. Users can roam the network freely and experience a larg
important node in the network is the edge router on the bordeumber of handoffs during a typical connection. The wirgles

of network regions. The router must implement two interfaceetwork must provide the requested level of service even if
for IntServ/RSVP and DiffServ. Once a flow is admitted byhe user moves to an adjacent cell. A handoff could fail due
the IntServ interface, its traffic is mapped to an approeriato insufficient bandwidth in the new cell, and in such case, th

PHB and packets will be marked accordingly. In the simplesbnnection is dropped.

IIl. SYSTEM MODEL



To reduce the call-dropping probability, we make neighbouse other methods to compute these probabilities as more pre
ing cells participate in the admission decision of a new.useise and accurate methods become available. We believe that
Each cell will give its local decision and then the cell whdre the DMPs approach is more realistic than assuming the user
request was issued will decide if the new request is acceptedhave full knowledge about his/her mobility specification
or not. By doing so, the admitted connection will more likely
survive handoffs. IV. THE DISTRIBUTED ADMISSION CONTROL PROCESS

As any distributed scheme, we use the notion of a cluster orrhe distributed admission control component of the ar-

group of cells (see Figure 2). Each user in the network witthitecture, is based on our previous work in [5] which was
an active connection has a cluster associated td’fte cells proposed for admission control in wireless data networks. |
in the cluster are chosen by the cell where the user residggs paper, we extend this scheme to include packet-lev8l Qo
These are the cells that are aware of the user. The shageameters (e.g. delay), in addition to connection-leve5Q
and the number of cells of a user’s cluster depend on fact@ygrameters (e.g. call dropping probability).
such as the user’s current call-holding time, QoS requirgsie | et ys assume for now that each agllin the clusterk (a)
terminal trajectory and velocity. sends a respons&,, (a) to tell the local cellc; about its
ability to support usery, and assume thaR., («) is a real
number between-1 (i.e. cannot accept user), and +1 (i.e.
can accept usett). Here, the admission decision takes into
account the responses from all the cells in the user’s ¢luste
K (). The cell has to combine the responggs («) and take
the final decision regarding the admission request. The cell
has to decide the weight of each cejl in the user’s cluster
Fig. 2. Cellc; and the cluster for a user K(a). This will define the contribution of each cell to the
final decision.

. . We have identified in [5] two factors for determining the

A. Dynamic mobile probabilities weight of each cell ink (): the temporal relevancend the
We consider a wireless network where time is divided intgpatial relevance

equal intervals ato,t1,...,t,, WhereVi > 0ty — t; = If a cell ¢;,; in the user's cluster supports the user more
7. Let ¢; denote a base station in the netwérland o a than another celtys, cell ¢x; should have a higher impact on
mobile terminal with an active wireless connection. |@(toz) the admission of usex than cellc;s. In general, the longer a
denote the set of cells that form the cluster for user cell is involved in supporting the user, the higher its intpac
We write [Py c; ¢, (t0); Pa,cjer (81)s s Paseyer (tm,)] fOr the  The temporal relevancd,, (o) represents this impact. As
probability that mobile terminaty, currently in cellc;, will proposed in [5], we use the following formula for computing
be active in cellc;, and therefore under the control of baséhe temporal relevancg,, (a) of cell c;:
stationcy, at timesty, t1, ta, ..., tm, . These probabilities are

named differently by different researchers, but basictdy T . Eijﬁf“ Pocj e (t) 1
. o . ’ e (@) = = @)
represent the projected probabilities that mobile terinima 3 S Py o (1)
cl €K (a) Lat=tg Q,Cj,Cp

will remain active in the future and at a particular locatitn

is referred to as the Dynamic Mobile Probability (DMP) in thd his parameter gives an indication of the percentage of time

following. The parametem,, represents how far in the futurethe user may spend in the considered eglirelative to the

the predicted probabilities are computed. time the user is spending in the cluster. Equation 1 can be
DMPs may be functions of various parameters such aemputed by the local celt; based only on the dynamic

the handoff probability, the distribution of call duratidor mobile probabilities.

a mobile terminah when using a given service class, the cell To explain the idea of spatial relevance, we use the fol-

size, the user mobility profile, etc. lowing example. Consider a linear highway covered by 10
For each uset: in the network, the cell responsible for thissquare cells as in Figure 3. Assume that a new user, following

user determines the size of the clusk&f). The cells ink (o)  the trajectory shown requests admission in cell nunepemnd

are those that will be involved in the admission process. THaat the CAC process involves five cells. Responses frors cell

cell responsible for uset sends the DMPs to all members innumberedc;, ¢z, ¢3 and ¢, are relevant only if cell, can

K () specifying whether the user is a new one (in which cagé&commodate the user. Similarly, responses from eglls;

the cell is waiting for responses from the memberdsgfy)). andc, are relevant only if celk; can accommodate the user
In this paper, we assume that these probabilities are cowRen it hands off from celk,. This is because; a response

puted as in [5], however, the proposed admission control ckiam a cell is irrelevant if the user cannot be supported @n th

path to that cell. We noté., («) the spatial relevance of cell
1in this paper the terms “user,” “connection” and “flow” are dseter- e f
L T0r usera.
changeably.
2We assume a one-to-one relationship between a base stati@retwork Sc, () depends only on the topology of the cellular network
cell. and the responses from other cells in the cluster. In [11], we



‘ ‘ ‘ 1) Local admission control at time, for time ¢y: Let
denote the total capacity of the cell ad the number of
predictive classes. For predictive clagslet v; = Zﬁej T3
andb; = Zﬁej bg denote the aggregate rate and the aggregate
bucket depth for all the flows belonging to the predictivessla

proposed a method to compute the spatial relevance of a dell-€t va = >_rs denote the sum of all reserved rates for

in one- and two-dimensional network cases. For the linegparanteed service. Assume that flawwith token bucket

highway example of Figure 3, we use the following formul@arametergra, b, ) has requested admission into the network.

to compute the spatial relevance: 1) New Guaranteed FlowThe flow «, is admitted to the

guaranteed service class, if all the following conditions

are satisfied at the base station:

a) Sum of the requested flow ratg and the current

rates of the flows in guaranteed and predictive
classes should not exceed the cell capacity

Fig. 3. An example of a highway covered by 10 cells

Seo(@) =1 and S, (o) = H J(Re,_y (@) (2)

l:c1

Where f(R) = (1+ R)/2.

This formula is chosen so that if one of the cellsbefore
cell ¢, has a negative response (i, («) = —1), the spatial
relevance of celle, is 0; and if all of the cellsc; before

M>TQ+VG+Z§11V1‘ 4)

b) The delay bounds of predictive classes should not

cell ¢, have a positive response (i.B., («) = 1), the spatial
relevance of celk; is 1. Note that for eacl, € K(«) we
have0 < S, (a) < 1. Note also that in Equation 2, cel] (the
cell receiving the admission request) has the indeand that

be violated after the flove is admitted
I b
Dj > l:;ii
W=VG =i Vi~ Ta

, 1<j<N. (5)

the other cells are indexed in an increasing order according
the user direction as in Figure 3.

In this distributed admission control algorithm, the cell
receiving the admission request computes the sum of the
product of R, (o), T¢, (o) and S, («) over ¢;. The final
decision of the call admission process for uselis based
on:

2) New Predictive Flow:The flow «, is admitted to the
predictive service clask if all the following conditions
are satisfied at the base station:

a) Sum of the requested flow ratg and the current
rates of the flows in guaranteed and predictive
classes should not exceed the cell capacity

S e (o) R (@) x Ty, (@) x Se () > o+ va+ Y vi (6)

ZC;CEK(Q) Tc;C () x Scﬁc (@)

Note that—1 < D(a) < 1 and that)_ T, () x
) ] ) e €K (a) ~ € l b+ b
Se () is never 0, since the spatial relevansg, (), of cell D; > 2iz1bi +ba @)
cj I1s always equal td, its temporal relevancg,, («) is strictly uw—vg — Zé;} v;
¢) The delay bounds of the lower priority classes

positive, and all othes., (o) and T, () are positive or 0.
If D(«) is above a certain threshold, called acceptance should not be violated after the flowis admitted
1 bi+ba

threshold T,..), user« is accepted, otherwise, the user is
rejected. The higheb(«), the more likely the user connection D:>
J —
p—ve = 3o Vi~ Ta

will survive in the event of a handoff.
2) Local admission control at timg, for time ¢;(¢; > to):
Each base station makes admission decision at differeetstim
We show here how?,, («) are computed. Without loss of iy future according to the DMPs of future users.
generality, we assume that a useris characterized by an  Theorem 1:Let F be a flow described by the token bucket
average rate, and bucket depttb,. The user can requestparameters” = (r,b). And let F; and F;, be two sub-flows
any class of service (i.e. guaranteed, predictive or bésitef gych thatFy = px F andF, = (1—p) x F, where0 < p < 1.
If we setF; = (pr, pb) and F5 = ((1 — p)r, (1 — p)b)
then accepting flow" has the same effect on the delay bound
At each timety, each cell in a clusteK («) involved in the experienced by all other classes as accepting both sub-flows
admission control process for usemmakes a local admission F; and F5.
decision for different times in the futuréy( ¢4, ..., ¢, ). Based Proof: AssumeF; = (ri,b1) and Fy = (r2,b9). It is
on these decisions, which we call “elementary responses,” tlear thatr; = pr andre = (1 — p)r.
cell makes a final decision that represents its local regptms  Let us now prove thabk; = pb andbs = (1 — p)b. Assume
the admission of usex to the network. Elementary responsethat F' belongs to clasd < j < N, where N denotes the
are time-dependent. The computation of these responses vamumber of predictive classes. Accepting flows from class
according to the user location and type. affects delay bound of classes at the same priority level or

D(a) = ®) -
b) The delay bound of the same priority clags,,

should not be violated after the flowis admitted

, I<j<N. (8)

V. LOCAL ADMISSION CONTROL PROCESS

A. Computing elementary responses



at lower priority levels. LetD and D’ denote the worst case newly generated mobile terminal can appear anywhere

delay after accepting’ and F; + F5», respectively. According in the cell with equal probability.
to [2], 5) Mobile terminals speeds are uniformly distributed be-
j j tween 80 and 120 km/h, and mobile terminals can travel
D' = Liz1bi + bi tbe Liz1 b,i T b _ D in either of two directions with equal probability.
DYy TRy 6) Each cell has a capacity of 2000 Kb.
The same argument holds for delay bound of lower priority 7) We consider two possible types of traffic: F1 and F2.
and guaranteed classes. ] 8) F1 = (64 kb/s, 1 kb), delay = 16 ms.

Assume usem, in cells ¢; at time ty, has a probability ~9) F2 = (128 kb/s, 10 kb), delay = 80 ms.
Pac; .. (t1) Of being active in cell, at time ¢; has token 10) and 2 service classes: guaranteed (G) and predictive (P)
bucket parameter3, b, ). Based on Theorem 1 ceff should 11) 50% ask for (G) service (90% F1 and 10% F2)
consider a uset/, for time t;, with token bucket parameters 12) 50% ask for (P) service (80% F1 and 20% F2)
(Pacjren(t) X Tay Pac, e (t1) X by) and use it to perform its 13) Connection lifetimes are exponentially distributedhwi
local admission control. a mean value of 180 seconds.

We write E., (o, t) the elementary response of cell for For the distributed admission control (DCAC) scheme we also
usera for time ¢. We assume thak,, («,t) can take one of assume that:
two values:—1 meaning that celt;, cannot accommodate user 1) The DMPs are computed as in [5].

a at timet; and+1 otherwise. 2) The weights are computed using Equation 1 and 2.
To determine the order in which a cell will perform its 3) The confidence degrees are computed as in [5].

admission control it sorts the users in decreasing orddredf t  4) 1, = 18. This means that the DMPs are computed for

DMPs. 18 steps in the future. An& () = 2. This means that

B. Computing the final responses and sending the results one cell in the direction of the user and the cell where
the user resides form the cluster.

If, for user «, cell ¢, has a respons&,, («,t) for each _. L . .

' n el Ok o e (1) Five hours of traffic is simulated in each experiment that has
t from ¢, to t,, with a corresponding DMP%, .. ., (to) . s

« ' el been repeated several times to get results within the 95%
to Py.c..c.(tm.), then to compute the final response those” .. .
" o« . : confidence interval.

elementary responses are weighted with the corresponding
DMPs. The final response from cel} to cell ¢; concerning B. Simulated admission control algorithms

usera is then : In addition to the proposed distributed admission control a

Zijg’”’“ Ee (a,t) X Pocje, (t) X Cgp (,t) gorithm (DCAC), we have simulated the mobility independent
Re, (o) = =tma p (1) admission control (MICAC) [3]. This scheme assumes that
t=to T 0k the mobility specification of the mobile is precisely known a
where C,, (a,t) is the confidence that celt, has about connection setup time. In this scheme a flow is accepted only
the elementary responsg., (a,t). To normalize the final if all the cells that belong to the mobility specification kav
response, each elementary response is also divided by tthe requested bandwidth available for the lifetime of thavflo
sum of the DMPs in celt;, over timet. Cell ¢, then, sends By reserving the requested bandwidth everywhere, MICAC
the response,, (o) to the corresponding cell;. Note that achieves a zero call dropping probability.
R, () is a real number betweenl and 1. We simulated a system that uses our distributed admission
control scheme, and we computed important statistics like t
) ) Call Dropping Percentage (CDP), the Call Blocking Percent-
A. Simulation model age (CBP) and the Average Bandwidth Utilization (ABU).
All the evaluations are done for mobile terminals that ar&lso we simulated a system that uses the MICAC scheme,
traveling along a highway as in Figure 3. In our simulatioand computed the same statistics.
study we have the following simulation parameters and as-The algorithms have been simulated subjected to loads of
sumptioné: 1000, 2000 and 4000, which corresponds to normalized loads
1) The time is quantized in intervals ef= 10s. of 0.5, 1 and 2.
2) The whole system is composed of 10 Iinearly-arrangqfi_ Simulation results

cells, laid at 1-km intervals, numbered from 1 to 10. , i
3) Cells 1 and 10 are connected so that the whole cellularEVen if our DCAC scheme can achieve any target CDP

system forms a ring architecture as assumed in [3]. TH{g!ue, to compare with the MICAC scheme we have chosen
avoids the uneven traffic load that would be experiencdg€ acceptance threshold so that DCAC achieves a zero CDP.
by these border cells otherwise. The results are shown in Figures 4 and 5.

4) Connection requests are generated in each cell accordin§i9ure 4, depicts the CBP achieved by the two schemes. The

to a Poisson process with ratgconnections/second). A % XIS represents the normalized load. According to the figure
MICAC has a higher CBP than DCAC irrespective of the

3The simulation parameters used here are those used by mosthesea Offered load. This is because MICAC reserves the requested

VI. PERFORMANCE EVALUATION



and 10% in case the normalized load is equal to 2. According
to the table, DCAC achieves even higher bandwidth utilorati

if we allow for higher CDP. Note that any available bandwidth
not used by guaranteed and predictive service classes can be
used by the best effort service class.

[CDP ]| CBP | ABU

NNNNNNNNN dload

Fig. 4. CBP for the two schemes

5% || 50% | 76% |
10% || 45% | 80% |
TABLE |

bandwidth in all the cells that will be visited by the mobile

DCAC PERFORMANCE FOR DIFFERENT TARGECDP

VIl. CONCLUSION

for the lifetime of the flow. This reserved bandwidth prewent
other cells from accepting new flows. ! ! )
The MICAC behavior has a significant effect on the band€cture. It is based on the cooperation of IntServ and DiffSe

width utilization as shown in Figure 5.

ABU (%)

I

S boAc
- micac

In this paper, we propose an all-IP wireless network archi-

models. The access network operates IntServ while the Diff-
Serv is used in the core network. We take advantage of both
worlds to develop a dynamic and scalable architecture for al

IP wireless networks. The standard RSVP protocol is used for
signaling and reservation. We have also proposed a dittdbu

admission control that accommodates both packet-level and
connection-level QoS requirements. To our knowledge this i

the first scheme to support these features in a wireless IP
network. Simulation results show that our scheme achieves
higher bandwidth utilization than another scheme designed

aaaaaa lized oad!

Fig. 5. ABU for the two schemes

to achieve a zero call dropping probability. Furthermohes t
proposed scheme is flexible enough to support any target
call dropping probability and achieves even higher bantiwid

utilization.

Indeed, irrespective of the offered load, MICAC ABU is
about 10%, while DCAC can reach more than 50% of average
bandwidth utilization. The implicit reservation mechanis
of DCAC allows for spatial statistical multiplexing among
accepted flows. To guarantee the QoS, the only requiremelat
is to make sure that the requested bandwidth is available
when needed. If the bandwidth is reserved in a cell whilgs)
the mobile is elsewhere, the bandwidth is wasted as it is the
case in MICAC. DCAC performs implicit reservation only 4
for times when the mobile is expected to be in a particular
cell. By taking into consideration, both spatial and tenapor
mobile behavior, DCAC is able to better manage the networg
resources and accept more flows without sacrificing the QoS.
Figure 5 also shows that DCAC ABU increases as the offered
load increases. DCAC is able to take advantage of the spati[g
statistical multiplexing. MICAC, on the other hand, ressv [7]
bandwidth in all the cells that will be visited by the mobile,
and is not able to accept any more flows irrespective of the
offered load. [8]

Furthermore, the acceptance threshold of DCAC allows the
scheme to achieve any target CDP value. Indeed, we belie
that 0% CDP is a very restrictive condition that will lead to
poor network utilization. Most applications will not havech [10]
a strong requirement, rather, a target CDP of 5% to 10% seems
more reasonable. MICAC does not allow such behavior. Talia]
I, shows the performance of DCAC when the target CDP is 5%
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