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Abstract— Future wireless Internet will consist of different
wireless technologies that should operate together in a consistent
way to provide seamless quality of service to wireless users. In
this paper, a wireless cellular architecture overlaid with Diff-
Serv domains is considered. We propose a flexible hierarchical
framework for admission control based on this architecture
which aims to keep the handoff dropping probability below
a target level while maximizing the network utilization. The
novelty of our proposal is that (1) our prediction-based admission
control scheme considers not only intra-domain but also inter-
domain handoffs, while (2) it is based on on-line bandwidth
requirement prediction, and (3) benefits from different priorities
among different service classes to improve the network utilization
by accommodating high-priority handoffs at the expense of
dropping low-priority calls. Simulation results show that our
scheme outperforms the basic trunk reservation scheme with
domain and cell-level reservations.

I. I NTRODUCTION

Future wireless Internet will support global roaming across
multiple wireless and mobile networks, for example, from
a cellular network to a satellite-based network to a high-
bandwidth wireless LAN. Supporting quality of service (QoS)
in such a heterogeneous wireless network is a challenging
problem.

The IETF’s differentiated services (DiffServ) framework [1]
is an attempt to establish a global QoS architecture. This paper
introduces an explicit call admission control (CAC) mecha-
nism to complement the DiffServ framework in providing this
global QoS architecture.

At call-level, two important parameters which specify the
quality of service are thecall blocking probability(Pb) and
the call dropping probability (Pd). Typically, the goal of a
CAC scheme is to maintain a prespecified target call dropping
probability while minimizing the call blocking probability.

Fig. 1 shows the architecture that we consider for the wire-
less Internet. In this architecture a cellular network overlaid
by DiffServ domains operates as the radio access network.
Furthermore, each wireless access network, potentially has its
own wireless technology and administrative policies. Without
loss of generality, we assume that there is a one-to-one
correspondence between administrative domains and DiffServ
domains.

In this architecture there are two different types of handoff
calls:

1) inter-domain:between different domains; when there are
some service level agreements (SLA) between neigh-
boring domains and there are some service negotiation
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Fig. 1. Wireless DiffServ architecture for Internet.

protocols, mobile users can move from one domain to
another while keeping their connections alive.

2) intra-domain: in one domain; mobile users can move
between neighboring cells inside each domain while
receiving the same QoS.

Recently, Cheng and Zhuang [2] have considered Diff-
Serv resource allocation in a domain-based cellular network.
Their work is based on thecell-cluster concept proposed
by Naghshineh and Acampora [3] where each cell-cluster
corresponds to a DiffServ domain. In the cell-cluster approach,
cells are grouped into clusters and each cluster is associated
with a controller. A threshold is set for the whole cluster, then
the cluster controller admits new calls as long as the number of
occupied channels in the cluster is less than the threshold, and
the cell where the new call is generated has a free channel
to accept this new call. After admission to the cluster, no
further communication is necessary with the cluster controller
for handoffs between cells in that cluster. Cheng and Zhuang
extend this basic scheme to include guard channels for each
cell in the DiffServ domains, however their proposed scheme is
still static in that it reserves a fixed number of guard channels
for each cell and domain regardless of the traffic load. This
can result in network underutilization.

In this paper, we propose aprediction-based admission
control (PrBAC) for a DiffServ cellular Internet similar to the
two-level scheme proposed in [4] and [5]. We extend their
scheme to include DiffServ domains and benefit from relative
priorities between different service classes. The proposed
admission control may drop low-priority calls to accommo-
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Fig. 2. Sampling mechanism in each control interval.

date high-priority handoffs. We consider both intra-domain
and inter-domain handoffs when dynamically adjusting the
reservation thresholds. Also, instead of using simple traffic
patterns (Poisson arrivals and exponentially distributed call
durations), PrBAC uses aminimum mean square errorpre-
dictor (MMSE) [6] to predict the bandwidth requirements in
each cell and in each domain. Because we directly predict
bandwidth requirements independent of the underlying traffic
characteristics, this scheme is very suitable for IP networks
where traffic patterns are not Poisson [7].

Although using traffic prediction for admission control is
not a new idea [8], [9], the novelty of our approach is that
the MMSE predictor is on-line and does not rely on a specific
traffic model. For example the FARIMA predictor used in [8]
is very complex and can not be estimated using on-line traffic
measurements. On the other hand, the ARIMA predictor of [9]
is simpler but it is not suitable forself-similar Internet [10]
traffic prediction as stated in [8] and similar papers. The key
idea behind our approach is that we directly predict traffic from
on-line measurements without involving any traffic modeling.
To use a MMSE predictor we do not need to specify any traffic
model.

The rest of the paper is organized as follows: Section II
is dedicated to the proposed admission control scheme. In
section III we analyze the performance of our scheme in
terms of the call dropping probability. Simulation results are
presented in section IV and finally, section V concludes the
paper.

II. H IERARCHICAL ADMISSION CONTROL

In order to support inter-domain handoffs we use an admis-
sion control which is local to the domain, i.e, it does not need
any information exchange with neighboring domains. The idea
is that regardless of the complexity and overhead associated
with distributed schemes, currently there is no standard proto-
col for exchanging information needed by distributed schemes
between neighboring domains.

We extend this local algorithm to handle intra-domain
handoffs as well, which leads to a simple and effective CAC
scheme. In the gateway (GW), the bandwidth broker enforces
DiffServ constraints while interacting with CAC component.
In the base station (BS), the CAC component makes the
admission decision based on the bandwidth requirements of
new calls (can be extracted from their SLAs) and handoffs
from both neighboring cells and neighboring domains by a
prediction method based on the minimum mean square error
predictor.

The proposed scheme, PrBAC, has a periodical control
structure. At the beginning of each control interval of lengthT ,

each cell predicts the amount of bandwidth required to accept
incoming handoffs during the current control interval. Then it
reserves this amount of bandwidth to be used exclusively for
handoffs until the end of this period. Fig. 2 shows the sampling
mechanism used by the control algorithm where each control
interval contains sampling points at distances. The maximal
sample taken in each interval is kept as the bandwidth usage
for that interval. Below is the notation which will be used
throughout this paper.

• B: the available bandwidth in the cell under consideration
• Bu

T (t): the bandwidth allocated to all calls at timet
• Bu

H(t): the bandwidth allocated to handoffs at timet
• Bi

T : the bandwidth usage during the control intervali
• B̂i

T : the predicted value ofBi
T

• Bi
H : the bandwidth required for handoffs that will arrive

during the control intervali
• B̂i

H : the predicted value ofBi
H

The PrBAC scheme only takes care of handoffs belonging
to expedited forwarding (EF) and assured forwarding (AF)
classes. When it is necessary, PrBAC drops best effort (BE)
calls in order to accommodate higher priority handoff calls.
The only difference between EF and AF treatment is that for
AF calls, PrBAC considers only their minimum bandwidth
requirements.

A. Minimum Mean Square Error Predictor

To forecast the bandwidth usage for the current control
interval, a MMSE predictor of orderm is used. LetB denote
the random variable to be predicted andB̂ the predicted value
of B. A MMSE predictor forB is given by

B̂ = WB + ε (1)

whereε is the white noise error with mean 0 and varianceσ2
ε

andB is a vector of sizem of the previous observations ofB.
In this equation,W is a weighting vector obtained as follows:

W = ΓG−1 (2)

whereG is the autocovariance matrix andΓ is an autocovari-
ance vector starting at lagm,

G =


ρ0 ρ1 . . . ρm−1

ρ1 ρ0 . . . ρm−2

...
...

...
...

ρm−1 ρm−2 . . . ρ0

 (3)

and
Γ = [ ρm . . . ρ1 ]. (4)

The autocovariance functionρk can be computed by

ρk =
1
m

m∑
i=k+1

B(i)B(i− k) (5)

wherem is the order of the MMSE predictor. And finally, the
mean squared error of the MMSE predictor is given by

σ2
ε = σ2

B − ΓG−1Γ′. (6)



B. Admission Control at Base Station

Assume that a new call request arrives at timet ∈ (0, T ]
during the control intervali. Let b denote the amount of band-
width required by this call. LetBr

H(t) = B̂i
H −Bu

H(t) denote
the residual amount of bandwidth that we have predicted to be
used by the upcoming handoffs until the end of this interval,
i.e., during interval(t, T ]. Also, letBf

T (t) = B−Bu
T (t) denote

the total amount of free bandwidth at timet. The admission
control at a base station is described in algorithm 1.

if handoff call requestthen
if H-DiffServ acceptsthen

grant admission
else

reject
end if

else
if (N-DiffServ accepts)∧ (Bf

T −Br
H) > αb then

grant admission
else

reject
end if

end if

Algorithm 1: Admission control at base station.

In this algorithm N-DiffServ is the standard DiffServ mod-
ule which enforces DiffServ requirements at the ingress point
to the domain. H-DiffServ is the same as N-DiffServ except
that it may drop BE calls in order to accommodate EF and
AF handoffs. Note thatBf

T andBr
H include bandwidth usage

of both EF and AF calls. The tuning parameterα ≥ 1 is
an adaptable parameter that can be adjusted based on the
difference between measured call dropping probability and the
targetPd.

Algorithm 2 describes an additional admission condition
which makes algorithm 1 more conservative. Algorithm 2 is
used given that algorithm 1 accepts a new call.

if (Bu
T (t) + b) > B̂i

T then
if B̂i+1

T < B then
grant admission

else
reject

end if
end if

Algorithm 2: Admission control: conservative condition.

As mentioned earlier, PrBAC uses the maximum amount of
bandwidth usage sampled in each control interval to represent
the amount of bandwidth required for that interval. If at time
t it is found that the bandwidth requirement for the current
interval is underestimated, then PrBAC looks ahead at the
next control interval. If the predicted bandwidth requirements
for the next interval, after accepting this new call, is greater

than the total amount of available bandwidth then the new call
request will be rejected.

C. Admission Control at Gateway

If a base station accepts a new call request then it will
send this request to the domain gateway for second level
admission. At this level, GW makes sure to take into account
two considerations: (1) DiffServ constraints of domain, and
(2) inter-domain handoffs.

The same algorithm we described for BSs can be applied
in GWs considering a domain as a virtual cell. For this
virtual cell, BH is the bandwidth required for handoffs from
neighboring domains (neighboring virtual cells) andB is the
total bandwidth available in the domain. While it is possible
to use the predicted values from the domain boundary cells at
this level of the PrBAC, a direct prediction is preferred. This
method has the advantage of less communication overhead and
more accurate predictions due to aggregation. The more traffic
is aggregated and smoothed, the more accurate prediction is
possible.

Each BS will contact its corresponding GW only for new
calls and handoffs from other domains. After admission, no
more communication with GW is required for intra-domain
handoffs. This reduced communication leads to fast handoff
processing which is necessary to prevent QoS degradation at
upper network layers (e.g., a delayed handoff process increases
the packet loss and delay at network layer).

III. C ALL DROPPINGPROBABILITY

The accuracy of PrBAC is completely determined by the
accuracy of the predictor. For example, if MMSE could predict
the exact bandwidth requirements, then PrBAC could guaran-
tee zero percent call dropping while achieving the optimal call
blocking. This is not possible in practice.

During the life of a call, a mobile user may cross several
cell boundaries and hence may require several successful
handoffs. Failure to get a successful handoff at any cell in the
path forces the network to drop the call. While the handoff
failure probability,Pf , is an important parameter for network
management, the probability of dropping a call,Pd, may be
more relevant to the user and service provider. Nevertheless,
call dropping probability is a system dependent parameter
which is particularly affected by user mobility. LetH denote
the number of handoffs during the life of a call, thenPd =
1−(1−Pf )H whereH itself is a random variable that depends
on several system parameters such as mobile velocity and cell
size. In particular, the average probability of call dropping is
given by Pd = hPf/(µ + hPf ), whereµ and h denote the
average call completion and average handoff rate.

In the worst case, a handoff will fail when the predicted
value B̂H is less than the actual valueBH (it is possible to
accept a handoff even in this situation due to the residual
free bandwidth). Therefore, this is an upper bound for handoff
failure:

Pr(Handoff Failure)≤ Pr(B̂H < BH) (7)



equivalently, to satisfy the target handoff failure probability
Pf , it is obtained that

Pr(B̂H < BH) ≤ Pf (8)

To guarantee that̂BH > BH , we compute an upper confidence
interval δ for the predicted valuêBH as follows:

Pr((BH − B̂H) > δ) ≤ Pf (9)

therefore,
Pr(ε > δ) ≤ Pf (10)

We know that ε is white noise with normal distribution
N (0, σ2

ε). Thereforeδ = σεΦ(1−Pf ), whereΦ is the inverse
of the standard normal distribution.

IV. SIMULATION RESULTS

For the sake of simplicity there is only one traffic class
with fixed bandwidth requirements in the simulated system.
This basic implementation is enough to show the performance
of the PrBAC scheme in comparison to the traditional trunk
reservation scheme. We have also implemented the scheme
proposed in [2] which we refer to as thecell-domain admission
control (CDAC) scheme.

A. Simulation Parameters

Simulations were performed on a two-dimensional cellular
system consisting of 19 hexagonal cells. Opposite sides wrap-
around to eliminate the finite size effect. Each domain has 19
cells, each cell has 20 bandwidth units available and each new
call requires one bandwidth unit. For the sake of simplicity,
we have assumed that 12 cells out of 19 cells are bordering
cells and 50% of their handoff traffic is due to the inter-
domain handoffs. To predict handoffs, MMSE(10) which is a
MMSE predictor with history of size 10 is used. Call durations
and channel holding times are exponentially distributed with
mean 20 and 5 units of time respectively. We also extended
the basic CDAC scheme to support inter-domain handoffs.
This extended version treats inter-domain handoffs similar to
PrBAC. The target call dropping is set toPd = 0.01 and the
reservation thresholds for CDAC are 10% and 20% at cell-
level and domain-level respectively.

B. MMSE Predictor Evaluation

To evaluate the accuracy of MMSE, the MMSE predictor is
compared with several self-similar predictors including fGn
[6], FARIMA [6] and GARMA [11] for IP traffic. In this
experiment we used an Ethernet traffic trace (pAug89.TL )
from Bellcore. Although we have used traffic from wired
Ethernet, these results should remain valid for any traffic
with the same degree of self-similarity (the so-called Hurst
parameter for this traffic trace is 0.8). Considering that future
cellular networks will be able to carry IP traffic (particularly
in indoor environments such as wireless LANs), it seems
reasonable to have the same traffic characteristics for wired
and wireless IP traffic. For example, Jiang et al. [12] showed
that cellular digital packet data traffic exhibits long-range
dependencies.

TABLE I

THE ACCURACY OF PREDICTORS.

Predictor SNR−1

MMSE 0.27

fGn 0.32

FARIMA 0.22

GARMA 0.23
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Fig. 3. Call blocking/dropping with Poisson traffic.

Finally, the reverse ofsignal to noise ratiodefined as
SNR−1 =

∑
ε2/

∑
B2 is used as the accuracy measure to

compare these predictors. The smaller theSNR−1, the more
accurate the predictor. Table I summarizes the results of this
comparison. In particular, it shows that the accuracy of MMSE
is within 5% of the best predictor (FARIMA).

C. Results and Analysis

Simulations were done for a wide range of loads from
20 to 1000 Erlang load per cell. For each load, simulations
were done by averaging over 4 samples, each for105 new
calls. In addition to call blocking/dropping probability as the
QoS measures, call completion probability is also computed as
the effective measure for network utilization. Call completion
probability is given byPc = (1− Pb)(1− Pd).

Figures 3 and 4 show the QoS and utilization measures for
Poisson generated traffic, where inter-arrival times for new and
handoff calls are exponentially distributed. Furthermore, each
cell of the system experiences the same rate of new arrivals and
handoffs. Both schemes can provide a limit for call dropping
probability while at the same time the call blocking probability
of PrBAC is lower than CDAC.

As mentioned earlier, the performance of PrBAC is deter-
mined by the accuracy of MMSE. Although Poisson generated
traffic is not a good test case for MMSE predictor, PrBAC
performs better than static CDAC due to its dynamic nature.
It is interesting to see the performance of both schemes under
a different traffic pattern where traffic is more predictable than
Poisson traffic.

Figures 5 and 6 show the call blocking/dropping and
call completion probability for non-Poisson generated traffic,
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Fig. 5. Call blocking/dropping with non-Poisson traffic.

where the inter-arrival times for new and handoff calls are
derived from an autoregressive model of order one, AR(1),
with coefficients0.5 and0.8. An AR(1) model with coefficient
θ is defined by(Xt − X̄) = θ (Xt−1 − X̄) + Zt whereX is
the stochastic process defined by the model,X̂ is the mean of
the process andZ is the deriving normal variable.

Although real traffic patterns are more complicated than any
of the ones used, since the performance of PrBAC is better
than CDAC in each tested case we can deduce that PrBAC will
perform better than CDAC when presented with real traffic
patterns. Of the tested cases the one using the simple AR(1)
model shows the greatest performance difference between
PrBAC and CDAC.

V. CONCLUSION

In this paper, we studied the application of traffic prediction
to address the admission control problem in wireless mobile
Internet. We proposed a hierarchical admission control scheme
based on forecasting future handoff traffic. The key idea is
to use online measurements to predict traffic directly without
relying on any particular traffic model. Our scheme was
validated using simulations for different types of traffic. The
results of this paper can be used to build a simple and efficient

10
1

10
2

10
3

10
−2

10
−1

10
0

Erlang Load per Cell

C
al

l C
om

pl
et

io
n 

P
ro

ba
bi

lit
y

CDAC
PrBAC

Fig. 6. Call completion with non-Poisson traffic.

admission control scheme for wireless IP networks, where
traffic diversity prohibits conventional traffic modeling.

This paper focused on constant bit-rate traffic. We are
currently investigating the extension of PrBAC to variable bit-
rate traffic. One possible approach is to predict the bandwidth
usage based on the number of packets transmitted instead of
the number of active calls.
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