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Abstract

This paper proposes a novel call admission control scheme capable of providing a combination of call and packet level
quality of service requirements in cellular packet networks. Specifically, we propose a distributed call admission control
scheme called PFG, which maximizes the wireless channel utilization subject to a predetermined bound on the call
dropping and packet loss probabilities for variable-bit-rate traffic in a packet-switched wireless cellular network. We
show that in wireless packet networks, the undesired event of dropping an ongoing call can be completely eliminated
without sacrificing the bandwidth utilization. Extensive simulation results confirm that our scheme satisfies the hard
constraint on call dropping and packet loss probabilities while maintaining a high bandwidth utilization.
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1. Introduction

The problem of call admission control (CAC) in
a packet network can be addressed by a concept
known as the effective bandwidth [1] of a call. When
employing this concept, the problem of admission
control in a packet-switched network is mapped to
an equivalent admission control problem in a circuit-
switched network. In fact, most of the researchers
in wireless networking field have focused only on
call-level quality of service (QoS) parameters, e.g.
call blocking and dropping probabilities, for admis-
sion control and resource allocation [2–7] because
the primary concern has been efficient resource man-
agement in a circuit-switched cellular network.

The idea is that, once there is a call-level ad-
mission control in place, using effective bandwidth
concept, packet-level quality of service require-
ments, e.g. packet loss probability, can be addressed
independently. The main difference between our
approach and existing approaches is that we take
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into consideration a combination of both call-level
and packet-level traffic dynamics in making the
admission decision. We believe that call-level and
packet-level quality of service are correlated, and
hence, treating them independently neglects the
flexibility of packet-based resource management
and its impact on call-level quality of service.

Call admission control has been extensively stud-
ied in circuit-switched (voice) wireless cellular net-
works (see [8–10] and references there in). Hong and
Rappaport [2] are the first who systematically ana-
lyzed the famous guard channel (GC) scheme, which
is currently deployed in cellular networks support-
ing voice calls. Ramjee et al. [3] showed that the
guard channel scheme is optimal for minimizing a
linear objective function of call blocking and drop-
ping probabilities while the fractional guard channel
scheme (FG) is optimal for minimizing call block-
ing probability subject to a hard constraint on call
dropping probability. Instead of explicit bandwidth
reservation as in the GC, the FG accepts new calls
according to a randomization parameter called the
acceptance ratio.
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Because of user mobility, it is impossible to de-
scribe the state of the system by using only local
information, unless we assume that the network is
uniform and approximate the overall state of the
system by the state of a single cell in isolation. To
include the global effect of mobility, collaborative
or distributed admission control schemes have been
proposed [4,6,7,11]. Information exchange among a
cluster of neighboring cells is the approach adopted
by all distributed schemes. Interested readers are re-
ferred to [8] for a comprehensive survey on call ad-
mission control in cellular networks.

None of these papers has considered a wireless
packet-switched network. There is no packet-level
consideration in these works. Call dropping and
blocking probabilities are the only QoS parameters
considered. In circuit-switched networks, when a
handoff call arrives while there is no idle circuit
(wireless channel), the handoff fails and hence the
call is dropped. In contrast, in a packet-switched
network it is still possible to accept the handoff call
at the expense of probably increasing the number of
dropped packets. While this approach completely
eliminates the call dropping event, we will show
that its impact on packet loss can be effectively
controlled.

Although call-level and packet-level QoS in cel-
lular systems have been considered by other re-
searchers [12–15], they have failed to explicitly
address the mobility of users and its impact on
admission control performance. The existing liter-
ature has focused on a particular wireless technol-
ogy, e.g. CDMA systems, to analyze the physical
layer impacts on resource management. Recently,
the admission control problem with joint call and
packet QoS support has been studied in [16], where
the impact of user mobility is captured by a simple
Markov chain corresponding to the number of ac-
tive calls in a cell. The aim of this paper is to study
the impact of mobility on resource management
taking into consideration an abstract model of a
wireless network. We consider general mobility and
traffic models that can easily capture the behavior
described in [16].

We introduce a packetized fractional guard chan-
nel (PFG) call admission control mechanism for cel-
lular packet networks that achieves a high band-
width utilization while satisfying a target packet loss
probability without dropping any ongoing call. To
the best of our knowledge, PFG is the first to ad-
dress achieve these objectives. The main features of
PFG are as follows:

(i) PFG achieves zero percent call dropping.
(ii) PFG is dynamic, therefore, adapts to a wide

range of traffic conditions.
(iii) PFG is distributed and takes into considera-

tion the information from direct neighboring
cells in making admission decisions,

(iv) The control mechanism is stochastic and pe-
riodic to reduce the overhead associated with
distributed control schemes.

The rest of the paper is organized as follows. Our
system model, assumptions and notations are de-
scribed in section 2. Section 3 describes the high-
level operation of the proposed admission control al-
gorithm while in section 4, detailed analysis of the
algorithm is presented. Simulation results are pre-
sented in section 5 and section 6 concludes this pa-
per.

2. System Model

The considered system is a packet-switched cel-
lular network, in which the users move along an ar-
bitrary topology of B cells according to the routing
probabilities rij (from cell i to cell j). Each cell i has
a set of adjacent cells denoted byAi. We assume that
there is one type of calls in the system. Although
the dynamic behavior of wireless channel may cause
packets to be dropped, we assume that there are
appropriate underlying coding and retransmission
mechanisms to cope with packet loss due to channel
effects. Buffer overflow is approximated by cell over-
flow, i.e. receiving more packets that the cell trans-
mission capacity. This is often an overestimate of the
actual buffer overflow probability since it ignores the
smoothing effect of the buffer. However, it is a com-
mon technique for approximating packet loss proba-
bility [12,17] because even an exact model does not
provide a correct measure of the loss probability, as
it can not fully capture the interactions within the
network. Therefore, cell overflow is considered the
only source of packet loss. This paper considers con-
stant cell capacity, however, the approach that we
propose next can be extended to include variable
capacity cases using a technique similar to the one
proposed in [18]. Moreover, we assume that

(i) New call arrivals to a cell are independent and
Poisson distributed with rate λi.

(ii) Cell residency times are independent and ex-
ponentially distributed with mean 1/h. How-
ever, we show that the proposed algorithm is
insensitive to this assumption.
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(iii) Call durations are independent and exponen-
tially distributed with mean 1/µ.

These assumptions are widely used in literature [2–
4,6,7,9,10,19] for the mean value analysis of cellular
systems.

2.1. Multiple Handoffs Probability

To reduce the overhead, distributed CAC schemes
typically have a periodic structure in which only
at the beginning of control periods information ex-
change is triggered. Moreover, information exchange
is typically restricted to a cluster of neighboring
cells. In this paper, we set the control interval in such
a way that the probability of having multiple hand-
offs in one control period becomes negligible. There-
fore, we can effectively assume that only those cells
directly connected to a cell can influence the number
of calls in that cell during a control period. In [20],
we showed that using this technique, the signalling
overhead will not increase, while the collected in-
formation on the network status will be sufficiently
accurate for the purpose of a stochastic admission
control. The problem of choosing the proper control
interval will be further addressed in section 4.4.

2.2. Maximum Occupancy in a Cell

Let Mi denote the maximum occupancy, i.e. max-
imum number of calls, in cell i under the so-called
average bandwidth assignment scheme. This scheme
allocates to each VBR call a share of bandwidth
equal to the call’s average bandwidth requirement.
Let m denote the average bandwidth requirement of
a call, then

Mi =
ci

m
, (1)

where ci denoted the capacity of cell i. Although
this scheme achieves a high bandwidth utilization,
it leads to a high rate of packet loss [21]. If there are
more than Mi calls in cell i, then we say that the cell
is in overloaded state. In the overloaded state, prob-
ability of packet loss is very high. Our scheme, PFG,
rejects new call requests when a cell is in overloaded
state.

2.3. Time-Dependent Handoff Probability

Let Ph(t) denote the probability that a call hands
off to another cell by time t and remains active un-
til t, given that it has been active at time 0. Also,

let Ps(t) denote the probability that a call remains
active in its home cell until time t, given that it
has been active at time 0. It is obtained in [20] that
Ph(t) = (1 − e−ht) e−µt and Ps(t) = e−(µ+h)t. On
average, for any call which arrives at time t′ ∈ (0, t],
the average handoff and stay probabilities P̃h and
P̃s are expressed as

P̃h(t) =
1
t

∫ t

0
Ph(t− t′) dt′, (2)

P̃s(t) =
1
t

∫ t

0
Ps(t− t′) dt′ . (3)

Similar to [4] and [6], we assume that during a con-
trol period each call experiences at most one hand-
off. This assumption is justified by setting the length
of the control period T reasonably shorter than the
average cell residency time. Discussion on the ap-
propriate control interval is not included here due
to paper length restriction. For the optimal control
interval T , please refer to [20].

Finally, let Pji(t) denote the time-dependent
handoff probability that an active call in cell j at
time 0 will be in cell i at time t, where j ∈ Ai. Since
each call experiences at most one handoff during the
control period, it is obtained that Pji(t) = Ph(t) rji.
Similarly, the average handoff probability P̃ji(t) for
a call which arrives at any time t′ ∈ (0, t] is given
by P̃ji(t) = P̃h(t) rji.

3. Admission Control Algorithm

The proposed distributed algorithm, PFG, con-
sists of two components. The first component is
responsible for retrieving the required information
from the neighboring cells and computing the ac-
ceptance ratio. Using the computed acceptance
ratio, the second component enforces the admission
control locally in each cell. The following sections
describe these two components in detail.

3.1. Distributed Control Algorithm

To reduce the signalling overhead all the informa-
tion exchange and acceptance ratio computations
happen only once at the beginning of each control
period of length T . Several steps involved in PFG
distributed control are described below:

(i) At the beginning of a control period, each cell
i sends the number of active calls in the cell at
the beginning of the control period denoted by
Ni(0) to its adjacents and receives the number
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if (x is a handoff call) then

accept call;
else /* x is a new call */

if (rand(0, 1) < ai) & (Ni(t) ≤ Mi) then

accept call;
else

reject call;
end if

end if

Fig. 2. Local call admission control algorithm in cell i.

of new calls, Ni, which were admitted in the
last control period by each adjacent cell.

(ii) Now, cell i uses the received information and
those available locally to compute the accep-
tance ratio ai using the technique described in
section 4.

(iii) Finally, the computed acceptance ratio ai is
used to admit call requests into cell i using the
algorithm presented in section 3.2.

3.2. Local Control Algorithm

Let si denote the state of cell i, where there are
s calls active in the cell. Let ai(s) denote the accep-
tance ratio where the cell state is si. Fig. 1 shows
the state transition diagram of the PFG scheme in
cell i. In this diagram, νi is the handoff arrival rate
into cell i, and Mi is the maximum occupancy given
by (1).

The pseudo-code for the local admission control
in cell i is given by the algorithm in Fig. 2. In this
algorithm, x is a call requesting a connection into
cell i. The acceptance ratio for the respective control
period is ai. Also, rand(0, 1) is the standard uniform
random generator function. In the next section, we
will present a technique to compute the acceptance
ratio ai in order to complete this algorithm.

4. Computing the Acceptance Ratio

Assuming the target loss probability is sufficiently
small, we approximate the packet loss probability
by the overflow probability in each cell. This is often
an overestimate of the actual buffer overflow prob-
ability since it ignores the smoothing effect of the
buffer, i.e. the buffer allows the arrival rate to ex-
ceed the service rate for short periods. The signifi-
cance of such inaccuracies must be tempered by the
fact that even an exact model does not provide a

correct measure of the loss probability seen by calls,
as it can not fully capture the impact of interactions
within the network. This is a common technique in
approximating packet loss probability (see for exam-
ple [21]). However, as the overflow probability de-
cays to zero, both measures converge to the same
value and the difference becomes negligible. There-
fore, the time-dependent packet loss probability at
time t in cell i denoted by Li(t) is given by

Li(t) = P {Ri(t) > ci} , (4)

where Ri(t) denotes the total (new and handoff)
packet arrival rate into cell i at time t. The main idea
is to describe Ri(t) using a Gaussian distribution.
The motivation behind Gaussian traffic characteri-
zation is that it is very natural when a large number
of traffic sources are multiplexed (motivated by the
central limit theorem), as is expected to be the case
in future wireless networks.

4.1. Traffic Characterization

Suppose that call n(n ≥ 1) sends packets, mod-
eled as fluid, at a random rate rn, which has mean m
and variance σ2. Given that m and σ2 are first order
statistics, they can be estimated from measured traf-
fic data. Since measuring statistics beyond the sec-
ond moment is usually impractical [22], this traffic
characterization is ideal from a measurement point
of view. This is a minimal set of requirements since
it does not enforce anything specific on the actual
packet generating process of the individual calls. It
means that individual packet generating processes
can have arbitrary correlation structure and this in-
cludes self-similar processes [23] too.

It is assumed that individual packet generat-
ing processes are independent and identically dis-
tributed (iid) random variables. Let Ri(t) denote
the total packet arrival rate in cell i at time t, which
is expressed as the summation of packet generating
process of individual calls. That is

Ri(t) =
Ni(t)∑
n=1

rn, (5)

where Ni(t) denotes the number of calls at time t.
Our objective is to apply the central limit theorem
to approximate Ri(t) by a Gaussian distribution. At
first we have to specify the parameters of random
process Ri(t), namely, mean and variance. Using
moment generating functions it was shown in [20]
that
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Fig. 1. Packetized fractional guard channel transition diagram.

E [Ri(t)] = mE [Ni(t)] , (6)

Var[Ri(t)] = σ2E [Ni(t)] + m2Var[Ni(t)] . (7)

As expected, the variance of the total packet arrival
rate is a function of both variance of individual call
packet generating process and the variance of the
number of calls at time t. This indicates that static
treatment of the number of calls in a cell, i.e. as-
suming that there are E [Ni(t)] calls in a cell, is not
accurate and must be avoided.

4.2. Mobility Characterization

The number of calls in cell i at time t is affected
by two factors: (1) the number of background (ex-
isting) calls which are already in cell i or its adja-
cent cells, and, (2) the number of new calls which
will arrive in cell i and its adjacent cells during the
period (0, t] (0 < t ≤ T ). Let gi(t) and ni(t) denote
the number of background and new calls in cell i at
time t, respectively.

A background call in cell i will remain in cell i
with probability Ps(t) or will handoff to an adjacent
cell j with probability Pij(t). A new call which is
admitted in cell i at time t′ ∈ (0, t] will stay in cell i

with probability P̃s(t) or will handoff to an adjacent
cell j with probability P̃ij(t). Therefore, the number
of background calls which remain in cell i and the
number of handoff calls which come into cell i during
the interval (0, t] are binomially distributed. Using
this property, the time-dependent variance of stay
and handoff processes denoted by Vs(t) and Vji(t)
and their average counterparts denoted by Ṽs(t) and
Ṽji(t) can be computed (please refer to [20] for de-
tails).

The number of calls in cell i is the summation of
the number of background calls, gi(t), and new calls,
ni(t). Therefore, the mean number of active calls in
cell i at time t is given by

E [Ni(t)] = E [gi(t)] + E [ni(t)] , (8)

where,

E [gi(t)] = Ni(0)ps(t) +
∑
j∈Ai

Nj(0)pji(t), (9)

E [ni(t)] =
(
aiλn(i)t

)
p̃s(t) +

∑
j∈Ai

(
ajλn(j)t

)
p̃ji(t) .

(10)

Similarly the variance is given by

Var[Ni(t)] = Var[gi(t)] + Var[ni(t)], (11)

where,

Var[gi(t)] = Ni(0)Vs(t) +
∑
j∈Ai

Nj(0)Vji(t), (12)

Var[ni(t)] =
(
aiλn(i)t

)
Ṽs(t) +

∑
j∈Ai

(
ajλn(j)t

)
Ṽji(t)

(13)

Note that given the arrival rate λi and the accep-
tance ratio ai, the actual new call arrival rate into
cell i is given by λ̄i = λiai. Therefore, the expected
number of call arrivals during the interval (0, t] is
given by aiλit. Instead of using the actual value of
λ̄j which is not known at the beginning of the new
control interval (time 0), each cell i estimates the
actual new call arrival rates of its adjacents for the
new control period using an exponentially weighted
moving average technique, i.e. λ̄j ← (1−ε)Nj

T +ελ̄j .
In our simulations we found that ε = 0.3 leads to a
good estimation of the actual new call arrival rate.

4.3. Packet Loss Probability

As mentioned earlier, the packet arrival distribu-
tion in each cell can be approximated by a Gaussian
distribution:

Ri(t) ∼ G
(
E [Ri(t)] , Var[Ri(t)]

)
, (14)

where, E [Ri(t)] and Var[Ri(t)] are given by (6) and
(7), respectively. Using (4) and (14) it is obtained
that

Li(t) =
1
2

erfc

(
ci − E [Ri(t)]√

2 Var[Ri(t)]

)
, (15)

where, erfc(c) =
2√
π

∫∞
c

e−t2 dt. Using (15), the av-

erage packet loss probability over a control period
of length T is given by
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if L̃i(0) ≥ PL then

ai ← 0
else if L̃i(1) ≤ PL then

ai ← 1
else

∆← 1
x← 0
n← log (∆/ξ)
for i = 0 to n do

∆← ∆/2
ai ← x + ∆
if L̃i(ai) < PL then

x← ai

end if

if L̃i(ai) = PL then

break
end if

end for

end if

Fig. 3. Algorithm for computing ai.

L̃i =
1
T

∫ T

0

Li(t) dt . (16)

Then, the acceptance ratio, ai, can be found by nu-
merically solving equation

L̃i = PL, (17)

where PL is the target packet loss probability. The
boundary condition is that ai ∈ [0, 1], hence if L̃i

is less than PL even for ai = 1 then ai is set to 1.
Similarly, if L̃i is greater than PL even for ai = 0,
then ai is set to 0.

Fig. 3 shows a binary search algorithm for com-
puting ai. In this algorithm, L̃i(ai) denotes the
packet loss probability in cell i given by (16) as-
suming that the acceptance ratio is ai. Let ξ denote
the required numerical precision. Then, the compu-
tational complexity of this algorithm is O(log 1/ξ),
given that all mathematical operations (including
exponentiation and integration) can be performed
in O(1).

4.4. Control Interval

The idea behind at-most-one handoff assumption
is that by setting control interval appropriately, the
undesired multiple handoffs during a control period
can be avoided. As discussed in section 2.1, this
minimizes the signalling overhead and operational
complexity of PFG. Consider a symmetric network

where each cell has exactly A neighbors, and the
probability of handoff to every neighbor is the same.
Let q(n) denote the probability that an active call
experiences n handoffs during time interval T . Also,
let qij(n) denote the probability that a call origi-
nally in cell i moves to cell j over a path consisting
of n handoffs during time interval T . Define δ as the
multiple handoffs probability from cell i to cell j.
We then can write

δ =
∞∑

n=2

qij(n) . (18)

Assuming δ � 1
A ( η

µ+η ), it was shown in [20] that

T ≈
√

2Aδ

η
. (19)

5. Simulation Results

5.1. Simulation Parameters

Simulations were performed on a two-dimensional
cellular system consisting of 19 hexagonal cells
where opposite sides wrap-around to eliminate the
finite size effect. As the basic traffic type, packetized
voice calls are generated for simulation purposes.
For packetized voice, a packet loss probability of
PL = 0.01 is acceptable. The common parameters
used in the simulation are as follows. All the cells
have the same capacity c. Target packet loss proba-
bility is PL = 0.01, control interval is set to T = 20 s
and rji = 1/6. In all of the cases simulated, nor-
malized load ρ = 1

Mi
(λ

µ ) is used, where Mi is given
by (1). For each load, simulations were done by av-
eraging over 8 samples, each for 104 s of simulation
time. Unless otherwise mentioned, call duration and
cell residency times are exponentially distributed
with means µ−1 = 180 s and h−1 = 100 s, respec-
tively. We found this set of parameters more or less
common and reasonable for a simulation setup (see
for example [7]).

A two-state Markov model is used to describe
the traffic generation process of voice calls. In this
model, α and β are transition rates to OFF and
ON states, respectively, from ON and OFF states.
While in the ON state, traffic is generated at a con-
stant rate of A packet/sec. For this traffic model, the
mean and variance of the traffic generated are given
by E[r] = β

α+β A and V [r] = αβ
(α+β)2 A2. Commonly

used parameters for human speech representation
are α−1 = 1.2 s and β−1 = 1.8 s [21]. Using an 8
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Kbps encoded voice source, it is obtained that A =
100 packet/sec and hence, E[r] = 40 packet/sec and
V [r] = 50 packet/sec assuming that each packet is
80 bits.

5.2. Conservative PFG

As mentioned earlier, PFG does not drop any
handoff call, instead some packets may be dropped
to accommodate the incoming handoff packets.
To have an intuition about the impact of accept-
ing handoffs even during the overloaded state, we
have also implemented a slightly different version
of PFG in addition to the original PFG represented
in Fig. 1. This modified version drops handoffs dur-
ing the overloaded state. We refer to the original
algorithm by PFG-D0 and the modified one by
PFG-DP where D0 and DP stand for zero dropping
probability and P dropping probability, i.e. if we
use PFG-DP instead of PFG-D0 then there will be
P percent call dropping. Our purpose is to find the
value of P for some simulated scenarios to see how
far it is from zero. Notice that, having Ni(t) > Mi

(t ∈ (0, T ]) indicates that cell i is in the overloaded
state at time t.

5.3. Results and Analysis

As mentioned earlier, PFG is the first to achieve
zero call dropping while guaranteeing a hard con-
straint on packet loss probability. To the best of our
knowledge there is no existing scheme which takes
into consideration a combination of call-level and
packet-level QoS parameters while taking into con-
sideration the mobility of users. Therefore, we are
not able to compare the performance of PFG with
any other scheme. Instead, by doing extensive sim-
ulations, we have shown that PFG can achieve its
defined goals.

In the rest of this section, we present our simula-
tion results. Several scenarios have been considered
to investigate the impact of major factors such as cell
capacity, control interval, cell residency and mobil-
ity on the performance of PFG. In all the simulated
cases, PFG is stable and achieves accurate results.

5.3.1. Effect of cell capacity
Intuitively, increasing the cell capacity leads to a

better Gaussian approximation, and hence, a more
accurate admission decision. To investigate the ef-
fect of cell capacity, we considered three different
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Fig. 4. PFG-D0 performance results.

Table 1

Cell capacity profiles.

Profile Capacity

C1 1 Mbps

C2 2 Mbps

C5 5 Mbps

capacity configurations as shown in Table 1. Keep
in mind that the system under consideration is a
broadband wireless network such as 3G and 4G sys-
tems [24,25]. Normalized loads in range [0 . . . 2] are
simulated, where the normalized load is defined as
before.

In Figs. 4(a), 4(b) and 4(c) we have circled a re-
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Table 2
PFG-DP call dropping probability.

Load C1 C2 C5

0.2 0.000000 0.000000 0.000000

0.6 0.000000 0.000000 0.000000

1.0 0.000000 0.000000 0.000000

1.4 0.000007 0.000002 0.000001

1.8 0.000012 0.000006 0.000005

gion around load ρ = 1.0. This is the most interest-
ing part of the system which is likely to happen in
practice. In the following discussion we refer to this
region as the operating region of the system.

Fig. 4(a) shows the new call blocking probability.
It is clear from the figure that as the cell capacity
increases the blocking probability decreases which
can be explained from the central limit theorem and
Gaussian approximation used in section 4.3. As the
system capacity increases, the Gaussian modeling
leads to more accurate approximation and hence,
decreased call blocking probability.

The packet loss probability, L̃i, is depicted in
Fig. 4(b). Although L̃i goes beyond the target limit
for high system loads, it is completely satisfactory
for the operating region. Nevertheless, it is quite
possible to modify PFG-D0 in order to make it more
conservative for high loads. Similar to call blocking,
as the capacity increases the PFG-D0 efficiency
improves.

Fig. 4(c) depicts the wireless bandwidth utiliza-
tion under the three different system capacities. As
explained before, increased accuracy of the Gaus-
sian approximation for high system capacity leads to
a better channel utilization. After all, C1 produces
rather accurate results and increasing the capacity
beyond it produces only marginal improvements.

5.3.2. Effect of accepting handoffs in overloaded
state

To investigate the impact of accepting handoffs
during the overloaded state (in which Ni(t) > ci),
we ran PFG-DP for the same simulation configura-
tion we ran PFG-D0. Table 2 shows the call drop-
ping probabilities for different loads and capacities.
It is observed that the call dropping probability is
almost zero in all the simulated configurations. It
means that basically there is no difference between
two schemes in terms of the call dropping probabil-
ity.

Fig. 5 shows the call blocking and packet loss
probabilities of PFG-D0 versus PFG-DP when the
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Fig. 5. PFG-D0 vs. PFG-DP.

system capacity is set to C1 (1 Mbps). Overall, there
is no difference between the two schemes. It can be
seen from Fig. 5(b) that the packet loss probability
is almost the same for both schemes indicating that
accepting handoffs during the overloaded state has
a negligible effect on the admission control perfor-
mance. Fig. 5(a) further confirms the same result.

5.3.3. Effect of mobility
To increase the capacity of cellular networks, mi-

cro/pico cellular architectures will be deployed in
the future. The smaller cell size of these architec-
tures leads to a higher handoff rate. Define the mo-
bility factor to be α = η/µ. Intuitively, α shows the
average number of handoff attempts a call makes
during its life time. As the mobility factor increases
the handoff arrival rate increases as well. To investi-
gate the impact of mobility on PFG, we have simu-
lated three mobility cases for the base capacity C1 as
shown in Table 3. In this table, α = 9.00 represents
a highly mobile scenario such as vehicular users in a
high way; α = 1.80 is a common scenario typically
used in similar research papers [7] and shows an ur-
ban area mobility, and finally, α = 0.36 represents
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Table 3
Mobility profiles.

Profile 1/µ (s) 1/η (s) α

Mob: high 180 20 9.00

Mob: mod 180 100 1.80

Mob: low 180 500 0.36

a low mobility case.
Observed from Fig. 6, PFG is almost insensitive

to the mobility rate of users. As shown in Figs. 6(a)
and 6(c), the call blocking probability and channel
utilization are almost match. Furthermore, Fig. 6(b)
shows that the effect of mobility on packet loss prob-
ability is not very significant. In all three cases, PFG
is able to satisfy the target packet loss probability in
the operating region of the system. In general, hand-
off degrades the performance of cellular systems.

5.3.4. Effect of Control Interval
Both signalling overhead and accuracy of PFG

are affected by the control interval. Although in-
creasing the control interval reduce the signalling
overhead, the admission control accuracy will dete-
riorate. Therefore, there must be a compromise be-
tween the incurred overhead and the achieved accu-
racy. As we showed in subsection 4.4, this compro-
mise depends on the mobility of users.

Fig. 7 shows the effect of control interval on the
performance of PFG. The simulated scenarios con-
sider the high mobility profile in Table 3, where the
mobility factor is set to α = 9. It is observed that
by reducing the control interval T , the accuracy of
PFG in terms of the achieved packet loss probability
increases.

An interesting question is that what is the appro-
priate control interval for high mobility scenario to
achieve the same performance as moderate mobility
scenario? Fig. 6 shows that there is a small discrep-
ancy between two scenarios when the control inter-
val is the same and equal to T = 20 s.

Using (19), it is obtained that TMob: high
TMob: mod

=
αMob: mod
αMob: high

. Therefore, TMob: high must be set to
1
5TMob: mod in order to see the same performance
results. Fig. 8 shows the simulation results for high
mobility and moderate mobility scenarios where
TMob: high = 4 s and TMob: mod = 20 s.

5.3.5. Effect of non-exponential cell residence times
The first part of our analysis, which gives the

equations describing the mean and variance of the
traffic generation process, is based on the assump-
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Fig. 6. Mobility impact on PFG-D0 performance.

tion of the exponential cell residency time. As men-
tioned earlier, exponential distributions provide the
mean value analysis, which indicates the perfor-
mance trend of the system. However, in practice,
cell residence times are usually non-exponentially
distributed. In this section, we investigate the sensi-
tivity of PFG to exponential cell residency assump-
tion.

Using real measurements, Jedrzycki and Leung
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Fig. 7. Effect of control interval.

[26] showed that a lognormal distribution is a more
accurate model for cell residency time. We now com-
pare the results obtained under exponential distri-
bution with those obtained under more realistic log-
normal distribution. The mean and variance of both
distributions are the same. Fig. 9 shows the call
blocking and packet loss probability of exponential
cell residency versus lognormal cell residency. It is
observed that the exponential cell residency achieves
sufficiently accurate control. In other words, the con-
trol algorithm is rather insensitive to this assump-
tion due to its periodic control in which the length of
the control interval is much smaller than the mean
residency time.

6. Conclusion

In this paper we presented a novel scheme for
admission control and hence QoS provisioning for
packet-switched cellular systems. In essence, our
approach is the natural generalization of the well-
known effective bandwidth [17] proposed for wire-
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Fig. 8. Robustness to mobility patterns.

line networks. Through analysis and simulation, we
showed that the proposed scheme, PFG, is able not
only to improve utilization of scarce wireless band-
width thanks to the statistical multiplexing of VBR
traffic sources but also to eliminate the undesirable
call dropping event inherent to circuit-switched
cellular systems.

In wireless multimedia networks, there are differ-
ent service classes, each of which has its own packet
and call level QoS constraints. We are currently in-
vestigating the extension of PFG to multiple service
classes where each service class has its own QoS re-
quirements. Also, a preliminary work shows that by
embedding the loss rate into equation (16), PFG is
able to have a more precise control on actual packet
loss probability.
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