
Denial of Service (DoS)

attack on availability of a service

stop legitimate users from using service

stop a service from running
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Why DoS is hard

huge attack surface

basically anything on the internet that can receive packets

no skill necessary

attacks can come from anywhere

simplest attack is to consume bandwidth

If I have 10 MiB/s and so does the server, I can take it all

Distributed DoS (DDoS)

use the combined bandwidth of a whole lot of machines
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Why do a DoS attack?
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Why do a DoS attack?
think back to the adversarial categorical schema
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What might motivate a DoS attack from:

foreign intelligence

terrorists

politically motivated adversaries

industrial espionage agents

organized crime

lesser criminals, e.g., “script kiddies”

malicious insiders, e.g., disgruntled employees

non-malicious employees, e.g., USB stick pluggers-in

researchers, casual hackers, and bug bounty hunters
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Two Basic Approaches

deny service via a program flaw
“*NULL”
give input that crashes a server
trick a server into shutting down

deny service via resource exhaustion
“while(1);”
consume CPU, memory, disk, network

both a violation of reluctant allocation
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Recall ICMP

Internet Control Message Protocol

provides feeback about network operations
error reporting, congestion control, reachability

destination unreachable
time exceeded
reachability test
message transit time
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Ping of Death
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Ping of Death
If an old Windows machine received

an ICMP packet with a payload longer
than 64K, it would crash or reboot
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Ping of Death
If an old Windows machine received

an ICMP packet with a payload longer
than 64K, it would crash or reboot

Why?
Packets of this length are illegal,
so programmers of Windows code

did not account for them.
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Ping of Death
If an old Windows machine received

an ICMP packet with a payload longer
than 64K, it would crash or reboot

Why?
Packets of this length are illegal,
so programmers of Windows code

did not account for them.
Attackers induce zero-probability failures
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Smurf Reflector Attack
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Smurf Reflector Attack
Attacker sends a ICMP echo request
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Smurf Reflector Attack
Attacker sends a ICMP echo request
but with the victim’s IP as source
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sends to to the broadcast address
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sends to to the broadcast address

bad gateways allowed this from outside
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Smurf Reflector Attack
Attacker sends a ICMP echo request
but with the victim’s IP as source
sends to to the broadcast address

bad gateways allowed this from outside
stream of pings from all computers
on the network overwhelm victim
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network internet
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network internet
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please broadcast:

"ping me (bob)."
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Bonk and Teardrop

IP packet has offset field for fragmentation
attacker can set offset to overlapping

bad implementations will crash on reassembly
complete mediation

attacker can set offset to very large value
bad implementations will crash
complete mediation
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DoS in General Terms

defending against program flaws requires
careful coding, testing, and review
careful authentication for incoming commands

e.g., shutdown or unlink

fuzz testing

throw random input at a program
if it crashes that is bad

defending against resource exhaustion is really hard
isolation

keep adversary’s consumption separate from others
Internet lacks isolation between traffic of different users

reliable identification of users

don’t handle adversary’s requests

41



Performing a DoS

goal is to exhaust the bottleneck link for target’s Internet
connection

all traffic to/from the target goes through this link
this link becomes completely filled up with useless traffic

two approaches
use all the bandwidth

send maximum-size packets

overwhelm the rate that the bottleneck router processes packets

send minimum-size packets (why?)
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Defending DoS

suppose attacker has access to lots of bandwidth
use to to send packets to target

target can simply filter out their traffic
drop all packets from the attacker
filtering is an isolation mechanism
what can go wrong?
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Filtering Flaws

attacker can spoof source IP address
just use random ones each time
what can defender do?

nothing unless the traffic is otherwise conspicuous
hope more ISPs implement anti-spoofing mechanisms
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Filtering Flaws

attacker can use many actual machines to send traffic
distributed denial of service
now defender’s filters become much more complicated
botnets already exist and can be rented out for this purpose
real machines can use real IP

45



DoS Amplification

attacker makes the victim use more bandwidth than the attacker

makes DoS easier and cheap

security is hard because of these asymmetries
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Recall DNS:

DNS is critical UDP protocol

converts hostnames into IP addresses

query: what is IP for ucalgary.ca

response: the IP for ucalgary.ca is 136.159.96.125

response repeats query and adds more information
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DNS DoS Amplification

reply to DNS includes the query and all the answers

reply is therefore larger than the query
attacker spoofs DNS requests as though it came from victim

this can be done with blind spoofing

UDP has a query-response nature

victim never learns attacker’s IP
victim cannot disable DNS
blocking victim IP is unproductive (why?)

can give 100x amplification
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NTP monlist command gives 500x amplification
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NTP monlist command gives 500x amplification
Anyone running a publicly accessible NTP

server can be used in the attack.
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Memcached DoS Amplification

memcache is a distributed memory cache
client store key-value pairs to a server
client requests values by using its key

what can go wrong?

what was the fix?

52







DDoS Events

2013 Spamhaus at 300 Gbps
DNS open recursers
make attributing spammers hard by taking off service

2015 GitHub from PRoC
targetted projects to evade golden shield
injected javascript on those visiting Baidu

2016 Dyn (DNS provider) using IoT
Mirai botnet scanned web for vulnerable IoT devices

default usernames and password

motive may have been flexing

authors may have wanted to sell antiDoS “insurance” to minecraft
server operators
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DDoS Events

2017 Google at 2.54 Tbps
kept secret for 3 years
attibuted to state sponsored actor
Google absorbed it without impact

2018 GitHub at 1.3 Tbps
used memcached
have seen amplifications of 51200x
perpetrator and motive unknown

2020 AWS at 2.3 Tbps
used CLDAP (rfc 1798)

the C stands for “connection-less”
50–70x amplification
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Cloudflare

major anti-DoS/DDoS vendor
key methods

enormous bandwidth capacity

many sites may use it
won’t all need full capacity need simultaeously

actual IP you visit is geographically distributed

local spikes do not impact most users

impose extra challenges on some users

IP-based reputation
dynamic rate limited based on observation
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Summary

many different adversaries want to use DoS attacks
DoS attacks on the Internet are hard to stop

hard to identify honest queries from identical malicious ones
IP spoofing hides origin
DDoS from Botnets makes it easier and seem more legitimate

UDP protocols can allows IP spoofing to combine with
amplification

small query generates a big response that it aimed at victim
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