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General Themes

computers do precisely what they’re told

code is data and data is code
features and convenience creates vulnerabilities

this includes features of programming languages

no such thing as 100% secure, goal is risk management
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Computer Security

keep systems functioning as intended
free of abuse

keep data accessed only as desired

secure access to resources and capabilities

enable privacy and anonymity
do all of this

with an adversary
on a budget
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Goals of Computer Security

confidentiality
non-public information accessible only to authorized parties
stored (at rest) or in transmission (in motion)
technical means: encryption
procedure means: offline storage in secured sites

e.g., guards, guns

integrity
data, software, and hardware remains unaltered
checksums detect this
preventing changes is harder
includes integrity of people

e.g., bribery, corruption
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Goals of Computer Security

authorization
resources accessed only by authorized entities
approved by resource owner
achieved by access control mechanisms

e.g., passwords, keycards

availability
information, services, and resources can be used
protect against intentional deletion or denial of service (DoS)

CIA: confidentiality, integrity, availability
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Security Policies and Attacks

security protects assets
information, software, hardware, computing and communication
services

a security policy specifies system’s rules and practices
what is and is not allowed

a security mechanism implements a security policy

ideally the mechanism enforces the rules outlined in policy
mechanism can include protocols humans should follow

e.g., locking valuables in a safe
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Example: Phone Security
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Policy: “work phone must never be physically handled

except by owner.”
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Example: Phone Security
Policy: “work phone must never be physically handled

except by owner.”
Mechanism: keep phone on person at all times
Mechanism: keep phone on person or in a locked

compartment at all times
These have assumptions

e.g., locked compartment can only be physically accessed
by the same owner.
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Example: Phone Security
Policy: “work phone must never be physically handled

except by owner.”
Mechanism: keep phone on person at all times
Mechanism: keep phone on person or in a locked

compartment at all times
These have assumptions

e.g., locked compartment can only be physically accessed
by the same owner.

e.g., the integrity of the person’s pockets cannot be
compromised
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Example: My bicycle
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Example: My bicycle
Policy: “only I may use my bike”
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Example: My bicycle
Policy: “only I may use my bike”

Mechanism: I use a bike lock or store it in a locked space
when I don’t use it
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Example: My bicycle
Policy: “only I may use my bike”

Mechanism: I use a bike lock or store it in a locked space
when I don’t use it

Assumption: no one can use my bike while I’m using it or
when its locked
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Example: My produce shopping
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Example: My produce shopping
Policy: “no minors allowed in Cannabis store”
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Example: My produce shopping
Policy: “no minors allowed in Cannabis store”
Mechanism: inspection of government-issued ID
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Example: My produce shopping
Policy: “no minors allowed in Cannabis store”
Mechanism: inspection of government-issued ID

Assumption: IDs unforgeable, or forged IDs are easy to
detect
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Example: Bank Security
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Example: Bank Security
Policy: bank only gives information
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Example: Bank Security
Policy: bank only gives information
about account to account owner

Mechanism: they text you a one-time code
Assumption: you are only entity that can access that code

Mechanism: they ask for your birthday when you call
Assumption: only person who knows your birthday is you
(same with mother’s maidan name, or your grade two

teacher’s name)
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Every security mechanism implies a policy objective
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Every security mechanism implies a policy objective
I want you to think in the reverse way
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Every security mechanism implies a policy objective
I want you to think in the reverse way

you see a security mechanism and you infer a policy
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Every security mechanism implies a policy objective
I want you to think in the reverse way

you see a security mechanism and you infer a policy
and then you figure out an attack
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Attacks often result from the mechanism’s assumptions.
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Attacks often result from the mechanism’s assumptions.
And you notice it when you start seeing everything
in terms of security mechanisms attempting to fulfill

security policies.
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Theoretical Security

system has states

policy defines which states are authorized (secure) and
unauthorized (insecure)
e.g., “lock the door when nobody’s home” policy

four states for two binary variables

policy is violated if the system moves into an unauthorized state
e.g., someone other than you gets your bank info

the goal of a mechanism is to prevent the system from being able
to go from a secure state to an insecure state
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Security Attacks

deliberate action
if successful causes a security violation

attack vector is sequence of steps to do this
attacks exploit vulnerabilities

misconfigurations
unsafe defaults
design flaws
implementation flaws

source of attack (threat agent) is called adversary (theory) or
attacker (systems)
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Security Threat

threat is any combination of circumstances and entities that
may harm assets through a security violation
the mere existence of a threat agent and a vulnerability do not
imply an attack

indifference, insufficient incentive, insufficient resources

attacker has a goal and a budget
goal: harness a resource, extract data, denying service, tampering with
data, causing mischief
budget: time, money, abilities
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Example: House Security Policy
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Example: House Security Policy
No one permitted inside unless accompanied by a resident.
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Example: House Security Policy
No one permitted inside unless accompanied by a resident.

Only residents may remove objects from the house.
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Example: House Security Policy
No one permitted inside unless accompanied by a resident.

Only residents may remove objects from the house.
What is a security violation, vulnerability, attacker, attack

vector, and threat?

49



Example: Implementation Flaw
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Example: Implementation Flaw
Policy: gate may only be opened by someone inside the

courtyard.
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Example: Implementation Flaw
Policy: gate may only be opened by someone inside the

courtyard.
Mechanism is a lever on the courtyard side of door.
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Example: Implementation Flaw
Policy: gate may only be opened by someone inside the

courtyard.
Mechanism is a lever on the courtyard side of door.

Assumption is that lever can only be turned by someone
in courtyard.
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No perfect security

security violations have costs

security countermeasures or protections have costs
risk assessment analyzes these factors to estimate risk

quantitative risk assessment computes numerical estimates of risk
qualitative risk assessment ranks or orders risks

very low to very high for probability and cost
e.g., establish priorities for vulnerabilities

R = T · V · C
risk is threat times existence of vulnerability times cost
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Example: risk due to lava flows
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Example: risk due to lava flows
houses are vulnerable to lava flows

cost of lava flows to an asset like house is large
risk vanishes if no volcanoes nearby
R=0 if T=0 even when C is huge
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Why is Security Challenging?

intelligent adaptive adversary
can induce zero probability or low probability faults
can do arbitrary behaviour
e.g., give values as input that would never normally be given

computer systems are built on abstractions
we forget these details when building systems
attackers use these details
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Why is Security Challenging?

an evolving field
adversary evolves with defenses
arms race

computers also evolve faster than security
features, patches, complexity
vulnerabilities outscale lines of code
backwards compatibility
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Why is Security Challenging?

asymmetries
defender must defend all fronts
attacker needs only one weakness
defenses are public, attacks are private

e.g., you see my locks, guards, and cameras
e.g., I don’t see your plans and schemes

attackers are nimble, defenders have sunk costs
attackers have no rules, defenders have protocols
attackers can do nothing, defenders offer services
attackers are criminals, defenders follow laws
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Why is Security Challenging?

minimal deterrence
Internet hugely facilitates anonymity
attacks of great scale at little cost
attackers from anywhere on the planet
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Why is Security Challenging?

security has costs
overhead, burden, time to deploy

security is hard to measure
was the investment worth it?
what is the value of a lack of disaster?
breach seen later, distance from attack and problems that allowed it

market economics
those in position to allocate resources to security don’t benefit the most
security is a tax that we all pay everywhere

e.g., store security raises costs
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Why is Security Challenging?

bad design
users bypass or undermine security that is inconvenient and without
obvious benefit
security mechanisms that are hard to use properly

“one click is one click too many”

no formal training required

security gets in the way
dancing pigs problem
getting in the way is a cost

social engineering works
government obstacles

desire to monitor communications results in hindering sound policies
like strong encryption by default

65





There is no checklist to follow for security
but there are Design Principles
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Secure Design Principles
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DP1: Economy of mechanism

keep designs small and simple
easier to analyze, test, and validate

minimize functionality
disable unused functionality
disable by default

this minimizes the attack surface
well-used code tends to be less fragile

more code paths means less exercise per path

70



DP2: Fail-safe defaults

use safe defaults settings
they aren’t usually changed
e.g., firewall block all ports by default
e.g., encrypt by default, use HTTPS by default
e.g., traffic lights blink red on failure
e.g., doors unlock during fire alarm

favour explicit permission (allow-lists) over explicit exclusion
(deny-lists)

base access on permission rather than exclusion
you may not think of all things to exclude

legitimate users denied access will complain
illegitimate users granted access won’t
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DP3: Complete mediation

every access to every asset must be checked for authority
access right are validated every time

authority may change
access level may change
attacker might have bypassed earlier validation code
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User-supplied data

inputs to programs are often supplied by untrusted users
e.g., web applications and authentication dialogs
uesars can someitmes msistype as they intput

verify all received data conforms to expected or assumed
properties

never assume anything about input data
especially when it is spurious input from the Internet

sanitize inputs

canonicalize inputs
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Malicious users can craft special input to change how
programs behave
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Client-side Mediation

many web forms perform client-side mediation
clicking “submit” triggers JavaScript code that validates data before
sending to server

many websites keep client-side state
data in hidden fields, cookies, URLs

problems with this?
user can disable JavaScript
user can edit hidden form fields, cookies, URLs
user can interact with server using, e.g., telnet
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Scenario

A user wishes to purchase a widget from an online store.

Server replies with a form asking for shipping and billing info
Form has the following hidden fields:

<input type=“hidden” name=“productid” value=“42”>
<input type=“hidden” name=“quantity” value=“1”>
<input type=“hidden” name=“unitprice” value=“111.00”>

What happens if user changes “unitprice” to “0.00” before
submitting?
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Client-side mediation

Client-side mediation is useful for friendlier user interfaces
but it’s useless for security purposes!

Always, always, ALWAYS do security-relevant mediation at the
server!
Values can be arbitrary

never assume text fields only contain only valid ASCII
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DP4: Open design

don’t rely on secret design or attacker ignorance
“don’t rely on security through obscurity”
“the enemy knows the system”
Kerckhoff’s principle

invite open review and analysis
yet, leverage unpredictability if there is no disadvantage

e.g., no gain to publish blueprints, or your vacation schedule
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These attacks all stop when ssh is moved from port 22
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These attacks all stop when ssh is moved from port 22
But port 2222 is often also attacked
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DP5: Separation of privilege
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DP5: Separation of privilege
Where feasible, a protection mechanism that
requires 2 keys to unlock it is more robust and
flexible than one that allows access to the

presenter of only a single key.
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DP5: Separation of privilege
Where feasible, a protection mechanism that
requires 2 keys to unlock it is more robust and
flexible than one that allows access to the

presenter of only a single key.
Prevent unilateral action
by a subverted individual.
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DP6: Least privilege

allocate the fewest privileges needed for a task and for the
shortest duration necessary

e.g., use root to do something and then exit terminal

e.g., sudo and sudo session riding

e.g., don’t give every app access to the microphone

“need-to-know basis”
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DP7: Least common mechanism

Minimize the amount of mechanisms
(i) common to more than one user and
(ii) depended on by all users

examples:
shared variables
shared storage

shared mechanisms might provide unintended communication
paths or means of interference
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DP8: Psychological acceptability

design mechanism and interfaces to behave as users expect
align design with mental model

especially when errors are irreversible

beware of designs suited to trained experts or which require
training

“least surprise”
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DP9: Time-tested tools

rely on established methods to accomplish security
protocols, primitives, toolkits

heavily scrutinized tools are less likely flawed

“don’t roll your own crypto”

reinventing the wheel is a great way to learn but not a great way
to do security
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DP10: Evidence production

log system activities that can promote accountability
e.g., when sudo is used by an authorized party
e.g., when someone logs into a server
e.g., when someone plugs in a USB stick
e.g., when someone accesses a file
e.g., or have decoy “honey” files that should never be accessed
e.g., when certain files or special directories are modified

this helps discover attacks, determine effect

help build intrusion-detection tools
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DP11: remnant removal

remove all traces of critical information
don’t store keys in RAM after done using
don’t save decrypted data to storage medium
securely delete files you do not want
don’t log all interactions with a program

unless supporting evidence production
have a plan for sanitizing long term logs
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DP12: reluctant allocation

be reluctant to expend effort or allocate resources
especially with unauthenticated external agents

be reluctant to extend privileges or act on someone’s behalf
place burden of proof of identity on those who initiate
communication

e.g., the person who calls should not demand: “Who am I speaking
with?”
e.g., if they are from the bank you should call the bank to reconnect
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DP13: security by design

build security in from the start

don’t staple it on at a late stage
don’t add security purposes to something not designed for it

e.g., social insurance numbers

explicitly state design goals of security mechanisms

explicitly state what they are not designed to do

explicitly state assumptions, especially involving trust
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DP14: security is economics

attacks and defenses have costs

consequences of attacks have costs

real world security balances these
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DP15: defence in depth

use multiple layers, each backing up the other
attackers must defeat independent layers

design each to be comparably strong
strengthen the weakest one first
“attackers break the weakest link”

assume attacker will bypass some or layer will fail
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DP16: know your adversary

security is designed and defined relative to an adversary

adversary wants to break security

understanding the adversary gives better security design
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Adversary Modelling

an adversary model:
identifies objectives

e.g., target assets

methods

attacker techniques, types of attacks

capabilities

computing resources, skills, knowledge, opportunity

funding level

correlates with determination and persistence
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Adversary Modelling

a categorical schema classifies well-defined adversaries into
groups
for example

foreign intelligence
terrorists
politically motivated adversaries
industrial espionage agents
organized crime
lesser criminals, e.g., “script kiddies”
malicious insiders, e.g., disgruntled employees
non-malicious employees, e.g., USB stick pluggers-in
researchers, casual hackers, and bug bounty hunters
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Types of Attacks

passive attack
nothing is different as a result of attacker being present
same data is exchanged, communication happens without interference
attacker eavesdrops

“man-in-the-middle” attack

active attack
attacker interferes with communication
inserts data, removes data, modifies data, replays data
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Types of Attacks

targeted attacks
aimed at specific individuals or organizations

e.g., stuxnet
log into CEO’s account

opportunistic attacks or generic attacks
aimed at arbitrary victims

e.g., log into anyone’s account
bike locks are an example defence (won’t work for targeted)
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Types of Attacks

outsider attack
has no special access to target network

insider attack
party has some advantage over outsiders
taking over one account may boost outsider to insider
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Threat Model

what attacks do you consider

what assets you need to defend

who is your adversary
bad threat models

give false sense of security
have invalid assumptions and misplaced trust
focus on the wrong threats
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The modelled adversary is meant to characterize the
capabilities of the real attacker
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The modelled adversary is meant to characterize the
capabilities of the real attacker

This corresponds to the real-world scenario.
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The modelled adversary is meant to characterize the
capabilities of the real attacker

This corresponds to the real-world scenario.
The more accurate the model, the better suited any

security meant to thwart them.
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Example: insider threat

the adversary
knows the system
has keys to rooms and passwords to machines
has friends who may be confused deputies

frequently, systems defend well against external threats
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Privilege escalation attack

technique that insider can use

given some amount of privileges, exploit the system to gain more

e.g., master keys lock systems

social engineering is often characterized by privilege escalation.
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