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SUMMARY 

A major step forward in devioe 
technology is being made with the intro
duction of low-cost integrated circuits 
and large-scale integration (181), the 
implications of which seem to go beyond 
those of any previous improvement in 
computer components. Whereas the transition 
from vacuum tubes to transistors brought 
about a tremendous increase in reliability 
and decrease in physical Yolume, any 
increase in physical size was a by-product 
of these rather than a main effect. What 
LSI offers is sheer quantity of deVices, 
ata low cost and in a small space - so 
many devices in fact that the completa 
processor of a digital computer, or all the 
active elements of an analog computer, may 
beoome a single component. 

This paper discusses the impact of 
LSI on computer systems and computing 
techniques, and suggests that the major 
effects will be to make special-purpose 
computers for specific problem areas very 
much more attractive, and to blur the 
distinction between aoftware and hardware 
- in the sense that computer-assisted 
deSign and computer program compiling will 
merge into a general translation technique 
from problem specification to both .module 
interconnection (hardware) and variable 
sto~ed-program (software). 

Present theories of computation have 
been developed either for the minimization 
of hardware or for the study of programming 
l.anguages, and are not directly applicable 
to the hardware/software combination. In 
particular the inter-relationships between 
the computer structure and the problem 
structure are very important considerations 
to the utility of special-purpose .computers, 
ainceease of application is a maJor 
requirement in evaluating possible future 
devel.opments. 

It is suggested that the natural 
system for dealing with the problem of 
matching computing techniques to problem 

classes is the theory of maps and their 
relationships , and in particular the 
theory of functors over categories of 
maps developed in homological algebra, 

A brief introduction to the appl
ication of this theory to computer 
systems is outlined, which provides a 
co~non treatment of the trade-off between 
sequential implementation of El. number of 
simple operations and parallel implement
ation of an equivalent single complex 
operation, and the effect this has on 
program representation and ease of 
programming. In particular it provides an 
explicatum for the ease of operation 
associated with an analog computer, and 
auggests an extension of the term 
-analog l which preaerves this association. 

Finally, it is suggested that a 
natural computer for the real-time 
problems of navigation and control 
systems may be based on an incremental 
digital, DDA-like, arithmetic unit, 
coupled to a sequential, program-control 
unit. The pseudo-analog computations of 
the DDA would be used to generate the 
complex operationa, such as vector 
rotation and matrix up-dating required 
in these problems, but ita structure need 
be far simpler than that of previous 
parallel DDAa because its operations 
would be varied under program control and 
used to form an overall oomputational 
sequence., 

A feasibility stud~' of a modular, 
programmed incremental computer ha~ been 
made at STL, and a prototype machine has 
been developed called the Phase Computer. 
In the latter part of this paper, the 
phase computer ia descr1bed 1n some deta~l, 
and examples are given of a range of bas1c 
computat1ons, such as addition, Bubtractiaq 
multiplication, division, squaring, square
rooting, and rectangQlar/polar co-ordinate 
conversion. 
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Introduction 
The Impact of Large-Scale Integration 

Data-processing and control systems 
"have come to be largely based on two forms 
of computing teohnique, epitomized on one 
hand by the electronio analog computer 
with its high-gain DC amplifiers and pass
ivenetworks, and on the other by the 
general-purpose, stored-program digital 
computer with its simple processor operat
ing upon binary words and a core-store to 
hold the lengthy processor control sequence 
or 'program' involved in any particular 
computation. 

These computers have both been devel
oped to a high level of reliability. amall 
size and low cost, through an evolutionary 
process dating back at least twenty years. 
Succeaive minor technical advances in 
materials and components have combined 
with increasing experience in system 
aesign for eaee of operation to continually 
improve their overall performance and 
utility. One major technical advance 
significantly improved virtually every 
performance figure of both types of comp
uter and greatly extended their ranges of 
application - this was the step from 
thermionic vacuum tubes to solid state 
devices. 

Now a further major step forward in 
device technology ie being made with the 
introduction of integrated circuits and 
large-scale integration (LSI), and the 
implications of this seem to go beyond 
that of any previous advance. Whereas the 
transition from vacuum tubes to transistors 
brought about a tremendous increase in 
reliability and decrease in physical volume, 
any increase in system size was a by-prod
uct of these rather than a main affect. 
What 131 offers is sheer quantity of 
devices, at a low cost and in a small 
apace so many devices in taot that the 
complete prooessor of a digital computer, 
or all the active elements of an analog 
computer, may become a single component. 

The benefits of 131 in conventional 
analog and digital computers are obvious, 
but not ae great as might be expected. The 
analog computer's reliance on passive 
components to establish the nature and 
accuracy of its computations limits the 
direct impact of LSI since these components 
are not amenable to mioro-miniaturization 

(except for high-frequency, short-term 
computation). The digital computer's 
reliance on an extensive core-store to 
carry both program and data also limits 
the direot impact of LSI since the store 
cost is by far the major proportion o~ the 
overall computer cost. 

There are regions of oomputation 
where extensions of the conventional 
machine organization will continue to be 
effeotive, or become very much more effeot
ive. For example, at high frequencies in 
radio and naVigation systems, the improved 
gain-bandwidth characteristics of modern 
integrated cirouit operational amplifiers 
makes active filtering techniques based on 
preoision thin-film paSSive networks very 
attractive. Similarly in large faoility
type oomputer systems which must be 
flexible enough to perform virtually any 
oomputation, the beat utilization of LaI 
may be to replaoe OOre memory with very 
fast, but volatile, integrated arrays, 
whioh can be replenished regularly trom 
disc back-up stores. 

pelond Software and Hardware 
These particular examples apart. the 

real impaot of LSI may be summed up 
colloquially as a swing from 'software
based' computation towards 'hardware-based' 
computation. The present emphasis on 
programming a oomputation rather than 
fabrioating a computer atem~ fr~m two 
causes - one being the early 1svelopment 
of digital computers when the vaouum tube 
prooessor was massive, unreliable and 
produced vast quantities of heat, so that 
it made good sense to minimize the 
processor hardware, and utilize a progrem 
stored on drum or in core to achieve A 
computational power - the other being t~~ 
initial prime need for general-purpose 
computing facilities shared by large, 
inhomogeneous populationa of users. go that 
extreme flexibility was the major .:lbjeot:l.ve. 
Now that integrated circuits are available 
to make the processor small, cheap and 
reliable, and there 1s an increaai~1g 
demand for speoial-purpose computers 
dedicated to particular functions in 
specifio equipment, th~se considerations 
are no longer universally Lpplicable. 

A computation represented by a 
'program' or bit-pattern in a core-store 
may be expressed just ae effectively as 
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the interconnection pattern of a set of 
Circuit modules. Once such a configuration 
1s established the resultant computer is 
'speoial-purpose' in the same way that a 
particular program for a conventional~ 
stored-program machine is • special-purpose,' 
but the step from a problem specification 
to an interconnection pattern may be as 
'general-purpose' as required, i.e. an 
extensive range of different computations 
may be established. 

It is important to note that special
purpose, hard-wired machines need not lack 
'flexibility'. in the sense of being able 
to perform a variety of computations and 
swi tch bet,ween them ae required. It 1s. 
only necessary that all the computations 
be included in the problem specification. 
Since the required computation must be 
selected in some way. it might be expected 
that a specification involving extreme 
flexibility would best be met by a convent
ional organization involving selection 
through a program in core-store ! 

The wiring of modules to form speoial
purpose computers enables full advantage 
to be taken of the hardware offered by 131, 
and is particularly attractive in real
time computation where the special-purpose 
machine will generally be faster, cheaper 
and smaller than a stored-program, general
purpose machine. Typical problem areas 
where such machines are of immediate 
interest are automatic control, airoraft 
and marine navigation systems, product 
quality monitoring and air-traffic control, 
In these areas one may expect the 
oonventional instrument and associated 
special-purpose computer to merge, probably" 
BO completely that any separation between 
them will be conceptual rather than real,' 
Data-processing techniques will become 
part of established system technology, and 
the 'computer' will only rank aa a 
separate \mit in the sense than an IF-strip 
is a unit at present. 

Since the design aids for any future 
system en{\,ineering may be expected to 
contain the equivalent of 'high-level' 
languages for problem specification, and 
the appropriate 'compilers' for turning 
a problem statement into the implementation 
of a solution, the 'programming' of a 
special-purpose machine will not necessarily" 
appear different from that of a general
purpose ml1chine today. 'Programming' in 
itself only implies a clear, unambiguous 
problem statement, not a sequential 
implementation, and seems a suitable word 
to apply to both special-purpose and 
general-purpose machines. The distinction 
between 'hardware' and 'software' implement
ations will decreaoe in import~lce, however, 
since it will be optimization procedures 
within the compiler which determines the 
combination of ~odule-interconnectton and 
stored-program to be used in realizing 
a particular computation. 
The Place of Incremental Computing 

In these real-time, special-purpose 
computers, the standard digital computer 
processor with an arithmetic unit capable 
of implementing a few simple operations 

such as data-transfers~ COMPLEMENT~ ADD, 
SHIFT, AND, eta •• will not necessarily be 
optimal. To minimize the length of 
program sequence required and to simplifJ 
the problem of implementing a program on 
the machine, it is best if the elementary 
processor operations correspond to the 
natural operations in the problem state
ment. In numerical data-processing, 
addition, subtraction, multiplication 
and division are generally required, 
but these are insufficient basic operat
ions in navigational systems where 
trignometric operations such as vector
rotation are of equal importance, or in 
adaptive controllers and filters where 
matrix manipulations are also required. 

Since these real-time problems are 
generally generated by dynamical systems 
specified by differential or difference 
equations, it would not be Burprising if 
the 'natural' operations were beat 
generated by computational techniques for 
solving such equations. The computation of 
trignometric and hyperbolie functions, and 
the solution of matrix up-dating equations 
is indeed very Dimple on the electronio 
analog computers and on incremental 
digital computers such as the DDA. Aa 
previously discussed, the conventional 
analog computer has little to gain from 
LSI, but the • counting' techniques 
adopted in the DDA are ideal for realizat
ion by arrays of standard digital gates, 
and multiple DDA integrators will be 
readily accomodated in a single package, 

The • conventional' parallel DDA in 
itself, however, is capable only of the 
oomplete, single-oonfiguration solution 
to a particular problem; the sequential 
decoding of the general-purpose digital 
computer's 'program' is completely 
lacking. A DDA set up for a given problem 
may be regarded as a speoial-purpose 
processor without any sequential programm
ing capability, and. on the ground a of 
coding theory, one would expect it to be 
wasteful of hardware and inflexible in 
operation. This has been acceptable in 
the past beoause DDAs have been used for 
the high-speed, continuous solution of 
differential equations, not for the 
sampled-data, discrete operations of 
non-differential, numerioal data prooess
ing. 

The DDA and the conventional digital 
computer may be seen as opposite extremes 
in the approach to problem solution - the 
one adopting an entirely parallel decoding 
of the problem statement into a single 
operation, and the other a highly sequent
ial decoding into a multitude of minor 
operations. The optimum approach wo~d be 
expected to be somewhere between these two, 
with an operation set selected according 
to the distribution of common operations in 
the problem class to be solved t and sequent-
ial statement of particular problems in 
terms of these operations. 

Thus, a very attractive real-time 
data-processing system might be based on 
the use of the incremental, pseudo-analoc 
computations of the DDA to generate a 
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family of computing operations natural to 
navigational and adaptive control problems, 
together with the sequencing control oper
ations of the digital computer mlcro
program to combine the DDA operations in 
a branching structure which generates the 
problem solution. In this mode the DDA 
would be used to solve final-value 
problems, rather than to give a continuous 
output, and externally it would appear as 
a normal arithmetic unit with operations 
such as ROTATE the vector in registera 
X and Y through the angle 9, together with 
more usual operations such q,s, ADD, SQUARE. 
TRANSFER, MULTIPLY, DIVIDE,'and so on. 

A feasibility study of a modular, 
programmed incremental computer has been 
made at STL and a prototype machine has 
been developed called the Phase Computer 
[1]; this study is reported in the latter 
part of this paper. Although this machine 
is complete in itself, however, as are the 
'analog computer' and the 'digital comput~ 
and has important applications as a self
contained unit, it is presented here 
primarily as an example of the possibilit
ies for new forms of computing system with 
the increasing availability ot low-cost 
intearated circuits and LSI. 
Problems of }uture Computer Engineering 

The combination of incremental digital 
computing with sequential control used in 
the phase computer is only one of many 
possible examples of computing configurat
ions. Further examples of configurations 
at this level of simplicity are.- the 
combination of analog and digital computers 
in a 'hybrid' system [2JI the combination 
ot analog integrators and digital stores 
and sequencers in Schmid's SADC [3J; 
combination of parallel binary processing, 
digital/analog multiplication and analog 
addition in the Ambilog 200 (4]; the 
comb1nation of analog filters under analog 
control in model-reference adaptive contr
ollers [5]; the combination of analog 
filters under digital control in adaptive 
line equalization (6]; the use of trans
fluxor-driven resistive networks for 
matrix invel'sion in conjunction with a 
digital computer (7J - the list could 
be greatly extended and is growing at an 
increasing rate. 

The number of machines using mixed 
computing techniques at present, however, 
ls neglible compared with the number of 
conventional, stored-program, digital 
computers, proceSSing parallel binary 
words with standard logiC configurations. 
The extension of the processors of these 
machines by the addition of multiple 
hardware accumulators, index-registers, 
priority-interupt systems, autonomQus data 
transfer units, hardware multiply/divide 
and vuriable-length arithmetic units, and 
high~level language features such as 
hardware DO-loops, does not essentially 
Q~ffer from the extension by adding analog 
processing capabillties, for example. The 
function of an index regi~ter is to make 
it Simpler and faster the process data
arrays - the function of an analog section 
~ay bo to speed and simplify matrix invers
lon or vector rotation; in all cases the 

function of the extension is to increase 
speed, decrease overall cost, or simplify 
the programming of a particular problem 
for the computer. 

Thus, the structural and funotional 
design of future computing syatems will 
raise problems which, at present, are far 
more the province of the computer linguist 
than the electronic engineer. The 
judicious implementation of closed sub
routines wh10h may be called as complete 
entities in a variety of programs has ita 
parallel in the synthesis of modules with 
a particular function to be built into a 
variety of systems. The synthesia of 
problem-oriented languages and associated 
compilers has ita parullel 1n the develop
ment of fami11es of modules peculiarly 
suited to navigation or control problems, 
and the associated design aids for 
interconnection specification. 

In a6 far as problem areas may be 
distinguished, thero appear to be four 
of especial importance:-

(i) CowPuting techniques ~ the inter
relationships between various forms of 
data-representation and between the meanS 
for implementing computations in these . 
Various representations. . 

(ii) Partitioning - the modular elements 
which can become I:lingle LSI circuits and 
are compatible one with another. 

(iii) Sequential/parallel - the 
relationl:lhip between the performance ot 
a computation as a I:lingle operation or 
as a branching sequence of Simpler 
operations, and the hardware/time trade
offs involved. 

(iv) Base of Implementation- the 
relationship between the problem speoific
ation and tho hardware/software of the 
computer system. 

These main areas alone encompass 
information-processing system function, 
organization, implementation and utilizat
ion, and no distinct separation is possible 
between them. Although a comprehensive 
treatment of these problems cannot be 
given at present, it is possible to 
establish a theoretical framework for 
their study, and analyse present comput
ing systems within it. The following 
section outlines a general theory of 
computation based on the concept of 
functora between categories ot mappings, 
and illustrates this with comparative 
examples from various forma of computer. 

. Theory of Computa.tion 
Maps Between Operators 

Although automata theory provides the 
nece3~ary terminology and mathematical 
objects for the analysis and synthesis of 
sequential circuits to perform defined 
functions, the main emphasis of its 
present development is on m1ni~izing the 
hardware (in some sense) required for the 
computer to perform a particular computat
ion, rather than matching the computer to 
a class of computations and maximizing the 
ease of proe;rnmming. The natural system 
tor dealing with these problems ia the 
theory of maps and their relationships 
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[8,9), and in particular the theory of 
functors over categories of maps developed 
1n homological algebra [10,11,12,13]. 

The fundamental problem of computat-
ion may be stated in abstract given a 
map, f. frow a domain, D, to a range, R, 
(the computation), to establish mappings,i. 
from I (a sub-eet of oomputer input 
configurations) onto D, and 0 from e (a 
sub-set of computer output oonfigurations) 
onto R, such that there exists a map p 
belonging to P (the Bet of comRuter 
operations or programs) which makes the 
diagram -

( El 

~o 
R 

ful~y commutative. That 
iB, to any object,6,in D there corresponds 
one in I and Ol-lpo = of, the 
computer gives the correct result. 

Since D could be the set of state/ 
input pairs of a finite automaton and R 
the set of next-state/output pairs. this 
definition includes computer simulation of 
any finite automaton. Equally D .= R might 
be the state-spaoe of a dynamical system 
and f an infinitesimal time-diaplacement, 
in which case p might be the oorresponding 
analog computer up-dating of the state
Variables represented by voltage levels. 

The requirement for commutativity in 
the above diagram indicates that a comput
ers function ia to simulate another system 
exactly in its input/output behaviour -
that is, in WienHr's terminology, to be 
cybernetically equiva~ent to the system. 
In general, the computer is required to 
simu~ate not just one system but any 
member of a large class of systems, and 
the transformation, ff may be taken as 
one member of a category of maps, F. The 
task of programming the computer is then 
to find a map from the category of programs, 
P, onto that of systems, F T: P ~ F, 
together with suitable input and output 
codings, such that diagrams of the type 
above are commutative. By regarding the 
input/output codings as maps in T between 
the identies for I, a, D and R, this can 
be subsumed into a single map, T, which in 
the present context is, trivially, a 
functor from programs to systems. 

The structure developed so far is 
concerned on~y with the overall transform
ations imp~emented by the system and the 
computer, not with the possible structures 
of these tranformations - it has been 
assumed that there is no overlap between 
the domains of any maps and the ranges of 
others (except for identities), and hence 
products of maps are undefined - if p, pi 
belong to P, then pp' = ~. The crucial 
feature of computing to be examined, 
however, ia the manner in whIch complex 
transformations are built up as (branching) 
sequences of simple operations, and the 
structure must be extended to include this. 

Oonsider the computer as a device 

which can implement anyone of a set of 
operations, S, from and to computer 
configurations or states. Each operation 
may be regarded aa a eet of maps from 
sub-sets of computer configurations, and 
the category of all these maps will be 
denoted by a. Consider the free semigroup 
generated by concatenation of maps . 
belonging to 0, t - this is the totality 
of all sequences of operations executable 
by the computer. 

Any member Of E may obviously be 
regarded as a program for the computer, 
but the definition of a program must be 
wider than this to take in the possibility 
of branching. A program is defined to be 
a sub-set of I, p, such that if a, a', 
contained in E. belong to p, and -

(11" ;: ex: 

then alia ~ 

that ia, the domains of any maps in pare 
disjoint - under these conditione p is 
itself a map. If p consists of only one 
member of I then it is a non-branching 
program. 
Analog and Non-Analog Operations 

The map r; p ~ F from programs to 
systems may now be regarded aa a map trom 
some sub-set ot t onto F. However consider 
the non-branching program p ~ st (s, t 
belonging to a), such that -

pT = f 

=: atT, then f 
but it possible 

f 

that -
~ (sT)(tT), 

because these two terms are undefined. 
That is, there may be no operations within 
the system which are equivalent to those 
within the computer - examples are 
obvious, data-fetches, summation of power 
series. to form cosine of an angle, and Ba 
on. 

If T is a functor not just from some 
sub-set of E but from the generating 
category of I, a, then it is r.easonable 
to call the oomputer an 'analog computer' 
for the systems F. In this case, to every 
computer operation a belonging to S, there 
corresponds a system transformation, g, 
such that - g aT 
that is the computer operation. s, and 
the system transformation. g, are analog-
ous. ., 

The electronic analog computer is an 
'analog computer' in this sense for linear 
dynamical systems representRd in atate-
form i A I 
the scalar products ot the row vectors of 
A with the column vector Y each being 
represented by a summing integrator. 
Similarly, a digita~ computer with the 
(three address) operations ADD, TWOS
COMPLE~mNT, MULTIPLY, is an 'analog 
computer for the operations associated 
with a certain finite number field, but 
one with the operations, ADD, TWOS-COMP., 
SHIFT, is not, although it ia oapable of 
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executing the same programs. 

The importance of the 'analog' relat
ionship is in its effect upon euse of 
programming. To program a computer to 
simulate a system, the exact nature of 
the system must be communicated to the 
computer is Borne coded form. If an arbitr
ary code is uoed and there are a large 
number of posaible systems, then the 
task of the programmer in encoding the 
problem and the task of the computer 
system into aecoding this into computer 
operations are both very difficult. If 
the systems to be simulated have some 
natural structure so that all system 
operations may be represented as a sub-set 
of the free semi-group generated by some 
basic system operations, then the task of 
the programmer is simplified by basing the 
code on the concatenation of symbols for 
these operations that is, giving the 
programmer a problem-oriented language. 
Similarly, the task of the computer 
system (its compiler) is simplified if 
the code is a direct specification of the 
computer operations - that is, 'machine
code". If the computer is an I analog 
computer' tor the systems then these two 
forms of coding ooincide. 

One important property of the analog 
representation is its implication for 
intermediate results in a computation. The 
system operation f may be satisfactorily 
represented by the computer program p. It 
may happen that f factorizes into two, or 
more, system operations -

f =- gh 
and p may probably also factorize, but 
there may be no factorization of p suoh 
that - p rs 
where g rT 
and h BT unless the 
oomputation is 'analog'. Thus, intermed
iate results in the system may be 
unobtainable from the computer. This 
illustrates one of the fundamental probl
ems in replacing an electronic analog 
computer facility with a digital one. Even 
though an optilllization routine, for example, 
may be stated in an initial/tinal value 
form, the intermediate values may be 
important in discovering its unforseen 
detects. 
Hardw'l.re Implicntions 

There is in general no unique 
factorization of a set of sylltem operations 
into a free sllm1group generated by basic 
system operations. The selootion of a 
particular set of basic operations on which 
to base an 'analog' computer will depend 
on a number of factors. The cost of the 
hardware necessary to implement the 
corresponding computer operations and 
sequence them appropriately is one. The 
time taken to perform the operations, 
whether the overall mean time or maximum 
time, is another. In, small speoial-purpose 
machines the sequencing system may be the 
most expensive item, and minimization of 
the length of program is a suitable design 
criterion tor factorizing the system 

operations. 
So far the sequencing of computer 

operations has been treated in a somewhat 
artifioial manner by defining a program 
as a sub-eet of E consiating of maps 
disjoint domains. Thus, it the eet of 
basic computer operations ia S:(p,q,r.s.t}, 
then a program m1ght oonsist of four 
possible sequenoes -

psttq, psqtq, psqrq, psqrt 
- these maps havs different domains 

and one, possible form of sequencing is 
to test the initial computer configuration 
to determine in which domain it liea and, 
then implement the corresponding sequence. 
Alternatively the sequences might be 
written as a oontinually branching struot
ure 

....::7 t ..,t"'q 

e '::It. q ~ r~ t 
in which there is a choice point after 
virtually every operation. 

The Bequencing of operations in a 
branohing program can thus be represented 
aa implementation of an operation plus a 
teat to determine the next operation. A 
test is itself a map from the range of 
a map representing computer operations to 
the set of operations itself, and hence 
constitutes a feedback loop. The baSic 
computer structure may be represented -

Output 

Illustration by Digital Computer/DDA 
Comparison 

ConSider the solution of a typical 
linear differential equation on the 
stored-program digital computer, for 
example - .. . 

x + x + x 0 
with boundary conditions x(o);; a , 
i(o) = b • Define a second state-variable 

• y ;; x 
BO that the equation becomes . 

x :::. y . 
y ;; -y-x, 

x(o) a 
y(o) = b 

These may be solved reasonably 
accurately by simple rectangular integrat
ion provided time is quanti zed suffic1entl1 
finely, t = nh, where h is small, giving 
the equations 

x(n+l) ;; x(n) + hy(n) 
y(n+l) yen) - hy(n) - hx(n). 

On a large machine with floating-point 
arithmetic a simple sequence could be 
written immediately for these equations. 
On a small machine two sources of diffic
ulty would be apparent - a multip11cation 
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by h is required, and h is very small 
that at least double-length precision 
required in the additions. 

so the design of complex computer systems. 
is It does, however, provide a common treat-

The multiplication by h can be 
simplified by making h a negative power 
of 2 h 2-N say, 
so that the multiplication may be implem
ented by an arithmetic right shift of N 
places. This has interesting implications 
for the multiple length addition, for if 
the shift is such as to move the number 
through one full word then the addition 
operation only affects the lower half of 
the double-len~th result, apart from a 
possible overflow (or underflow - the 
possibility of negative numbers causes 
some minor complications which have an 
effect on the coding of numbers in 
different DDA registera)into the upper 
half. 

Thus the computation may be reduced 
to addition or Bubtraction of the upper 
registers holding x and y, to or from the 
lower registers, detecting and storing 
overflows, and using these to update the 
upper registers. This ia a sequential 
computation which bears little resemblanoe 
to the original dynamical equation. and 
the computer operations are not analogs of 
the system operations. When a large number 
of state-variables are involved the 
computation ia very time-consuming, even 
though the tricks of multiplication by 
shift and split double-length working 
have already speeded it up considerably. 

There are two basic techniques for 
speeding up the computation. The first 
utilizes the fact that adding in to the 
lower part of the double-length worda, 
detecting any overflow and setting the 
overflow increment to the upper word can 
be made a single operation. This i9 ths 
basis of the early drum DDAa, to update 
each inte~r.ator by n single operation 
(although "they generally create errors by 
adding tho overflows 3traight into the 
upper wordo in arbitrary sequence so that 
some re/Jul"ts are up-dated when they are 
added in. others ure not). The second 
technique is to duplicate the hardware 
required for this operation and update 
all the integrators together - this is 
the basis of the parallel DDAs [14,15,16]. 

The flrst technique corresponds to 
taking some sub-set of E obeying the 
axioms of :\ 'program' and setting up a 
basic computer operation equivalent to 
the transformation realized by this.progr
am. The second technique is more interest
ing as it demands that parts of the 
computation be performed in parallel and 
hence hove no sequential interdependence. 
This requires that the map corresponding 
to the program may be expressed as a 
Cartesian product of maps, which is 
reasonable in the case of analog simulat
ion in the DDA. but may be difficult to 
determine in other, more general, cuses[17J. 

Conclusions from the Theory 
It has been possible in the previous 

section to give only a superficial outline 
of a potentially rigorous approach to 

ment of the trade-off between sequential 
implementation of a number of simple 
operations and parallel implementation ot 
a single complex operation, and the effect 
that this has on program representation 
and ease of programming. In particular it 
provides an explicatum for the ease of 
operation associated with the analog 
computer, and suggests an extension of the 
term 'analog' which preserves this assoc
iation. 

The most important conclusion to be 
drawn from the theoretical treatment is 
that intuitive considerations of what 
makes for ease of design and problem
solving in data-processing and control 
systems do have a firm foundation, and 
that the system 'costs' in terms of speed, 
price, flexibility and ease of use may be 
treated in a common framework. Such a 
treatment is essential if the hardware/ 
software 'compilers' [18] of tommorrow's 
computing systems are to become a reality. 

This concludes the general and 
theoretical sections of this paper. In 
the final section, the Phase Computer is 
described in some detail. It exemplifies 
both the modular, LSI-dependent, programm
ing-through-interconneotion approach 
dicuased in the first section, and prov
ides an interesting computing structure 
for analysis using the techniques outlined 
in the second section at the incremen
tal, or DDA, level the computations may be 
Been as the repetition of long sequences 
of simple operations to build up more 
complex computations, whilst at the 
'sequencer', or overall function, level 
the computations may be seen as providing 
a variety of complex operations directly 
available. 

The Phase Computer 
Introduction 

The particular problem which first 
stimulated the development of the phase 
oomputer was the realization o! the least
squares smoothing and prediction equations 
for automatically tracking rad'ar targets 
[19,20). Previously these had been imple
mented on a general-purpose digital 
computer, but it was desired to use them 
in circumstances where no conventional 
oomputer was available, or economically 
feasible, and the simplest and cheapest, 
special-purpose equation solver was 
required. 

The tracking equations involve addit
ion, subtraction, multiplication, division, 
squaring, square-rooting, Sine/COSine 
generation and inverse Sine/COSine resolut
ion, so that they encompass a very wide 
range of uritrunetic operations. They may 
be reagarded as Kalman-Bucy equations for 
optimum system identification [21], and 
hence any system for their solution has 
immediate relevance to adaptive control 
problems. The data-rate in both surveill
ance radars and control systems is fairly 
low (typically between 0·1 and 100 
samples/second) and incremental computing 
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techniques offered the possibility ot 
solving the equations with very simple 
hardware. Since the data was already in 
sampled-form, it was attractive to decrease 
the cost still further and add to the 
flexibility of the computer by executing 
the computations as a sequence of simpler 
operations. 

Apart from its sequential, programmed 
operation, the phase computer has one 
other feature not found in previous para
llel DDAe. and that is the use.of unidir
ectional counters throughout tne computer 
rather than the bi-direotional, up/down 
counters of the DDA. This feature, which 
not only decreases the oost but also 
greatly simplifies the operation, is made 
possible by use of the 'phase counting' 
principle in which stored quantities are 
represented as the difference in the 
counts contained in two counters. Inoremen
ting both counters does not change the 
stored value - incrementing one and not 
the other either increases or deoreasea 
the stored value, according to which 
counter is taken positively (the Store) 
and which negatively (the Reference). The 
use ot this technique is not uneconomic 
in hardware, because one counter generally 
acta aa Reference to a number of others. 

A block-diagram of the phase computer 

Modulators 

CounttUs 

ia shown in Figure One below. It has a 
conventional four-part struoture, consist
ing of arithmetic unit, program sequencer. 
auxiliary storage, and input/output 
channels, but the arithmatic unit ia 
incremental digital, the aequenoing 
section is very extensive and may operate 
several concurrent programs, and the 
auxiliary storage in the laboratory 
prototype machine is realized entirely 
through a patch-board. 

In terms of the abstract structUral 
analysis of the preceeding main sectionl 
the oounters and modulators are devices 
for implementing arithmetioal operations, 
the input-control units in the upper 
section are devices for selecting these 
operations, the aequencers are devices 
for implementing a sequence of operations, 
the input-control units in the lower 
section are devioes for selecting this 
sequence, and the differentiatora are 
devices for detecting conditions on which 
to branch the program sequence. 

A detailed description-of these 
elements and their functions is given in 
the following sub-sections, followed by 
a description of their use in simple 
processors for various computations, 
together with some examples of input/ 
output devices for analog and numeric dat& 

DATA 
I np.u t-output 

BeD counters, 
indicators, 
keyboard 1 ilIe. 

Input-control 
un; ts Diffflrfm t/ators 

Arithmetic unit 

Patch·board J Core-store I 

Punchfld cords 

AUXiliary memory 

SfZqufZncras ' 

-, 
A 

Input-control 
units 

Program sequencer 

Figure One Phase Computer Schematic 

CONTROL 
input-output 

Analog switches, 
comparators, (ltc. 
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clock 
A[l] 

A[2] 

A[3] :;,. 
As 

A(4] 
Al 

Ao 

Countflr 

unit Difl'uflntiator 

n A 

Figure Two Counter, Oontrol and State-detection 
Counters and Modulators 

The active storage registers Of the 
phase computer are unidireotional, synohr
onous, binary counters which, at a clook 
pulse, increment by unity if their INPUT 
line is ON, and reset to zero if their 
RESET line is ON. Although the overall 
counters operate synchronously, they may be 
internally asynchronous, as shown in Fisure 
Three (reset omitted from logic diagram). 

One peculinrity of the oounters is 
that they have 2N + 1 states, aohieved 
using N+l flip-flops, so that the fractional 
binary number stored in the counter may 
take the full range of values from zero 
though unity, but the zero state and maxim
um state are identical in the oounting 
cycle whioh has only 2N stages. This enables 
counters used as storsl;e registers to take 
a complete range of values, but does not 
lead to an additional state causing diffic
ulty in some computations. 

M 

M 

A 

~--~--------~MA 

L.:.:.===rr--_J -'-- MX 

Figure ~hree - Modulator 

If the proportion of ON logic levela~ 
on the INPUT line of the counter is 
oonsidered as the input variable, then 
the counter may be regarded as a discrete 
version of an analog integrator, in that 
its stored count will be proportional to 
the input times the period of integration. 
The oounter alone, however, lacks an out
put in the form of its input - the integr
al is available as a binary number rather 
than an incremental sequence. 

An incremental sequence in which the 
proportion of ON logic levels is equal to 
the fractional binary number stored in a 
counter is obtained, as shown in Figure 
Three from a modulator element which 
adds {through full-adders) the number in 
the counter to that in a register (D-type 
flip-flops) and outputs the overflows. 

+1 

+2 

We ~------+--'i7 
ltnable 

• Program 
control 

Figure Four - 4-way Sequencer 
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In order to maintain accuracy when the 
count in the counter is changing, the 
quantity added into the register is the 
mean of the present count and the coming 
next count (ol.o<:lM trapezoidsl integration). 
The modulator has input lines for controll
ing additions to the register and for 
resetting it. 
Sequencing Computations 

By conneoting the outputs of modulat
ors to the inputs of counters, pseudo
analo~ computinr, loops may be set up in 
the arithmetio unit of the phase oomputer 
and used to generate operations which are 
difficult to realize with parallel digital 
arithmotic. In general, however. the loops 
USed will be far simpler than those of 
conventional DDAa, the majority of counters 
generating ramps rather than nonlinear 

. functions, and the basic computational 
operations realized in this way. such as 
multiplication, division, addition and 
subtraction, are combined in programmed 
sequences to yield more complex overall 
behaviour. 

The essence of programming in all 
computers is the control of the inter
connections between proceflsor elements by 
logio levels on CONTROL 11nes. The input
control unit, shown in Figure Two, ia a 
gate enabling processor connections to be 
controlled - it implements the funotion: 

A = A[l]A[l']+A[2]A[2')+A[3]A[3']+A[4]A[4'], 

and may be regarded as a dieital selector 
switch in which the INPUT line A(j] is 
switched thro~h to the output if the 
CONTROL line AljlJ is ON alone. In some 
applications two, or more, CONTROL linea 
may be required for each input. 

Input-control units placed at the 
inputs of phase computer counters enable 
them to be interconnected with modulators 
1n several alternative patterns, anyone 
of which may be selected by activating the 
appropriate CON'l'ROL lines. A sequenoer 
unit, shown in Figure Four, is used to 
activate the CONTROL lines corresponding 
to different interconnection patterns in 
a progrruruned sequence. It is made up of 
a small reGister, to each of whose states 
there corresponds an OUPUT line which is 
ON when the register is in that state. 
These OUTPU'l' linet3 are connected to the 
oounter CONTHOL lines so that different 
states of the register give rise to 
different computing oonfit.,'1lrations. 

An adder and gating enables the state 
of the sequencer to be reset to zero or 
lncremented by at1.J. ! amount (generally unity 
for normal operntion and two for a branch) 
- reset taking precedence over incrementing. 
All the OUTPU'fS of the sequencer are turned 
OFF for the single clock pulse at which it 
ls incremented or reset. A second set of 
OUPUTS is also made available for control 
ot input-control units to sequencers and 
these are not tUrned O]'E as the sequencer 
changes. None of the sequencor outputs i6 
ON unless its ENABLE input is ON. 

The signals caUSing the sequencers to 
change their states, corresponding to steps 

and branches in the prograln, are obtained 
from digital 'dlfferentlators' which give 
an ouput for the clock pulse following 
that in which the counter enters a 
certain state - in particular, the zero 
(Aa), and mid-range state (A ). The 
outputs of the dlfferentlatots are used 
to change the states of sequencers when 
certain counters acoumULate pra-determined 
oounts during a cOID1TUtation. 

The use of these various elements 
and their interconnection to perfOrm 
computations is best made clear by 
example, and the following section desor
ibes phase computer configurations for a 
wide variety of basl0 arithmetic operat
ions. 

Unsiened Arithmetic Operations 
A small phase computer processor 

mieht consist of three counters, A, B, 0, 
one or two modulators, L, M, a 3-way 
sequencer, W, and associated input-control 
units and differentiators. The sequencer 
would be used to switch the inputs to 
counters either ON or OFF,· or to the 
outputs of modulators, and the connections 
associated with each state of the sequen
cer can be speCified by the signuls at 
the counter inputs. The outputs from the 
dlfferentla.tor will be used to change the 
state of the aequencer or reset counters. 
and this program control can be specified 
by the changes that may occur, a.nd their 
causes, in each state of the sequencer. 

Thus any particular computation may 
be specified completely by.a table of the 
following form:-

Sequencer - State IIlD "W 
·1 if2 

Reset 0 Ao Ao 
Advance- P Eo 0 

Counters - A input- 0 1 1 
II input- 0 1 1 
C input- 0 0 1 
o rea et- P 0 0 

This table corresponds to data-transfer, 
or reproduction of the quant1ty stored in 
counter !l in counter 0, Il!:lsuming that 
counter A inltlally is at 2>Elro and that 
the computation is initiated by a pulse t 
P. In the zeroth state of the aequencer, 
WO' all oounter inputs are OFF - this 1a 
tne passive state. The pulse Presets 
counter C to zero and advances the sequen
cer to lts first state IIll in which the 
inputs to counters A are both ON (written 
as '1'). When counter B overcounts to 
zero, thedifferentiator output Bo causes 
the sequencer to advance to state W? ln 
which the input to counter C is alBo ·ON. 
Finally the ~aquoncer roturns to the 
passive state Wo when counter A overcounta 
back to its initial state of zero. 

The overall effect on the counters in 
this computation can be determined from 
the quantities transferred in durine each 
state ot the 8equencer. If the fractional 
binary number initially in counter B is ~, 
then the quantity transferred in to bring 
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the count in B to zero is l-~. Thus when 
the sequenoer advances to W?, A contains 
o + (l-~) ~ l-~ , B contains p + l-p = 1 = 0 (complete cycle), and C still contains 
zero. During the sequencer state W, the 
quantity required to return counter A, 
containg I-P, to zero is ~. Hence finally 
A contuins (l-P) + P = 0, B oontains 
o + ~ =~, and C contains 0 + ~ = ~. 

This computation illustrates the 
phase counter principle, for if the quant
ity atored in B is taken to be the differ
ence in counts between counter A and 
counter B then this is invariant provided 
the inputs to the two counters always 
receive the same signal it will be 
noted from the table that this is so. 
Since counter A starts and finishes in 
zero, it hus no initial or final effect on 
the stored quantity which may be taken as 
the fractional binary number in B. 

The table may be abbreviated 

Wo Wl W2 
W 0 Ao A r 0 
W(+1) P Bo 0 

A 0 1 1 

B 0 1 1 

e 0 0 1 

er p 0 0 

Data Transfer - B ~ Bl 0 

If the initial resetting of 0 is 
omitted then this becomes addition of the 
quantity in B to that in C 

this 
than 

W 
r 

W(+l) 

A 

B 

C 

Wo Wl 
o Ao 

P Bo 
o 1 

o 
o 

1 

o 

1 

1 

1 

Addition - B ~ B, B+C ~ C 

Subtraction is a simple variant on 
in which C counts during III rather 
W2 -

Wo Ifl 112 
W 0 Ao Ao r 
W(+l) P B 0 

0 
A 0 1 1 

B 0 1 1 
C 0 1 0 

Subtraction - B ~BI C-B ""C 
If 0 initially contains y, since the count 
added whilst the sequencer is in Wl is I-p, 
the final total in counter C is y ~ (l-p) 

- y-p. 
For multiplication, B is connected to 

the modulator, M, and its input is OFF 
throughout the computation so that its state 
does not change. The ouput of M, M , is a 
s~quence of logic levels in 'which ~he prop
ortion of ON levels is equal to p, the 

fractional binary number in B. This is 
connected to the input of C between C 
entering zero and A returning to zero, 
a period proportional to the quantity in 
C, y so that the final quantity in 0 
is y~:-

Wo Wl '11 2 
W 0 Ao Ao r 
W(+l) P Co 0 
A 0 1 1 
B 0 0 0 

C 0 1 MB 
M 0 0 1 

Mr P 0 0 

Multi~lication - B ~ B, C x B ~ 0 

Division is realized in a similar 
fashion, except that the connections to 
A and C are reversed, so that during the 
sequencer state,W2 , the quantity y has 
to be supplied to A from the source MB, 
and hence the quantity tran.sferred to C 
during this period ia y/~:-

A 

B 

o 

Wo Wl W2 
o Ao Aa 

P Co 0 

o 1 MB 

o 
o 

o 
1 

o 
1 

MOO 1 

Mr P 0 0 

Division B -;;.. B, c/B ~ C 

Squaring the quantity in B offers 
the first example of a modulator being 
used to generate a nonlinear function 
through connection to a chaneirig counter. 
The output from the modulator M during 
'ri

l
, whilst B counts from its initial 

value up to zero would be -
1 2 J udu (l-p )/2 

~ 
if the modulator and counter inputs were 
ON together. By connecting the counter 
input to a source whose proportion of ON 
logic levels ia 1/2 (a toggling flip-flop), 
the number of clock intervals for B to 
return to zero is doubled, and ao is the 
above integral. This quantity is counted 
~nto A, so that at the end of W A contains 
1-~2, and the remainder to be c~unted in J during W2 is p2, which also entera B:-

A 

B 

M 

Mr 
Squaring 

'rI0 Wl W2 
o Ao Aa 
P Co 0 

o MB 1 

o 1/2 1 

o 1 

1 0 
_ B2..,. B 

o 
o 

Taking the square-root of the quant
ity in B is performed in a similnr fashion 
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except that inputs to counters and modulat- zero quantity is represented by the mid
or are interchanged between aequencer stat- range value in the counter. The sign bit 
es Wand W • The net effect is that the is not connected to the adder in the 
quantity trinsferred to A to bring it back modulators, but is used to gate the 
to zero during W2 is both equal to ~, the normal and inverted outputs of the modul-
initial quantity in D, and to the square ators to give an additional output prop-
of the final quantity in D, A,2 say - henoe ortional to the magnitude of the tW06-

A. .. y~:- complement binary fraction in the counter" 
for counter B connected to modulator M 
this output is deSignated ~, Wo W1 W2 

W 0 Ao Ao r 
W( ... 1) p Bo ;0 

A 0 1 ~ 
11 0 1 1/2 
M 0 0 1 

Mr p 0 0 

Sguara-root Bl/2~ B 

Rectangular/polar oo-ordinate conver
sion requires an additional mOdu1ator t L, 
coupled to counter A. The veotor (x,y) in 
Cartesian co-ordinates, whose components 
are stored in counters B and C resp6cti¥el~ 
is to be converted to (r,e), polar co-ord
inates stored in the same locations. First, 
during W • l-y is transferred to A, and 
then co~ters A and Bare cross-coup1ed 
with the modulator output Mn at the input 
of A, and the inverted modufator output 
~ at the 1nput of B. ThiB may be represen
tfl'd by the differential equations 

dx/dt = y 

d(l-y}/dt ~ x 
.. 

so that x... x 0 , 
oorresponding to rotation of the vector 
(x,y). This ceaseB when A returns to 0, in 
which event the y-component has become 
zero and the x-component in B is equal to 
r = (x2 + y2)1/2, The quantity accumulated 
in counter 0 during "11'2 ia proportional to 
the angle of rotation , e, in units such 
that one right-angle correBponds to unity 
in the counter, and the conversion from 
radians is accomplished by counting from a 
source in which the proportion of ON logio 
levels is 2/~ (obtained from a modulator 
with constant, hard-wired input):-

W 
r 

W( ... l) 
A 

B 

o 
L 
M 

Wo Wl W2 
o Ao Ao 
P 0

0 
0 

o 1 

o 
o 
o 
o 

o 
1 

o 
o 

1 

1 

Rectangular/Polar Co-ordinate Conversion 
'B2 + C2)172~ B t tan-l(B/C) ~ 0 

Signed Arithmetic 0Ecrations 
The preceeding sub-section hae dealt 

with arithmetic operations on positive 
quantities only. Signed numbers are repres
ented in the counters in twos-complement 
form with the sign bit reversed so that 

Computations with signed quantities 
are generally a little more complicated 
than with unSigned aince branching is 
generally necessary to take the signa into 
account. These may be accomplished, in the 
basic computations considered so far, by 
means of a 5-way sequencer using both 
ADVANCE +1 and ADVANCE +2 inputs. 

For examp1e, multlp1ication i6 done 
by a configuration corresponding to the 
table:-

Wr 
W(+l) 
W(+Z) 
A 

B 

o 

Wo 
0 

P 
0 

0 

0 

0 

ifl 
0 

0 
0 

Al 
1 

0 

1 

Wz W:; '14 
0 Ao Ao 
0 0

0 
0 

A1 0 0 

1 1 1 

0 0 0 

1 1 .1 

D 0 Bs ~ ~ Ba 
~ P 0 000 

Signed Multip1ication - B x 0 ~ D 
It the quantity in C is positive then 
Co comes on before A1 and the sequence 
'is Wo ifl Wz W4 Wo ' whereas if it is 
negative Al comes on first and the sequen
ce is Wo Wl W, W4 • so that the branching 
structure ia -

P Al (W3)~ 
( WO)? (W)~ (W ) 1 ~ 4fA

o t C (W)~ o 2 1 L-__________ ~ _________ -J 

The computation may be checked out by 
considering each of the four possible sign 
combinations in turn - for example, it 
the quantity in B. ~. is negative, and so 
is that in 0, r. then the Sign bit of B is 

0, and the path ot computation is 
Wo Wl if, W4 , The quantities accumulated in 

counter Dare - 1/2 in Wl , Pr in Vl2 and 
zero in Vd' 80 that 6, the final quantity 
in D is given by -

6 + 1/2 = 1/2 + ~y + 0, 
and thus 6 py. Similarly the 
other possibilities may be checked. 

Addition, subtraction and data 
transfer are performed with the 3-way 
aequencer configurations outlined previous
ly, except that B replaces B because of 
the modified twos~cocplement ~epresentatia\ 
Division, squaring, vector rotation, and 
so on, are all readily performed with 
signed quantities, but the configuration 
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used will vary with the overall computation 
since several operations on different ' 
registers will generally be performed at 
the same time. 
Input/Outv~t Devices 

Since most applications of the phase 
computer are in real-time data-procsssing 
control and display systems, input and • 
output has been an important design consid
eration and faoilities for BeD/binary 
oonversion and analog/digital conversion 
fit naturally into the structure of the 
machine. 

Any counter in the computer is 
potentially capable of being set directly 
with a binary number, and also of being 
read out directly from the condition of 
its flip-flOps, It is more convenient, 
however, to uee special interface counters 
for binary input and output, and transfer 
from these to the required register using 
a counting sub-routine. The internal 
oounters, used in computations. oan then 
have a very simple structure with a 
minimum of connections. Interface counters 
having a BCD representation may then be 
used for automatic decimal to binary. and 
binary to deoimal, conversion. 

Input and output of analog data on 
many parallel channels is performed in the 
phase computer by a single digital/analog 
convertor, plus analog track/hold and 
comparator units for each channel. The 
D/A convertor generates a ramp by outputt
ing the quantity in a cyoling counter in 
analog form, and this is compared with 
sample analog inputs to control the 
counting of other counters which act as 
input data registers, or sampled by track/ 
hold units at the output which are 
themselVes controlled from counters acting 
as output data registers [lJ. 

Summary and Conclusions 
The topics treated in this paper 

have ranged through the impact of 131 on 
computing systems, the development of an 
integrative theory of computation that 
enables hardware and software problems of 
all forms of computer to be treated in a 
Single, coherent framework, and a specific 
example of a novel form of computer in 
whioh incremental arithmetic and programmed 
sequential computation are combined. It is 
convenient in this final section to take 
these topics in the reverse order. 

The phase computer is a modular, 
digital. data-processing and control system. 
in which many of the advantages of analog 
and digital computers are combined through 
the use of an incremental digital arithmet
ic unit under program control. The 
incremental processor enables pseudo-analog 
computing loops to be established so that 
complex operations, such as diVision, 
square-rooting, rectangular/polar/hyperbol1o 
co-ordinate transformations, and so on, may 
be performed with the same speed and simpl
icity as aimpler operations, such as addit
ion and data transfer. The programming 
facility enables complex computations to ba 
performed as a sequence of elementary 
operations, and hence overcomes the inord
inate hardware demands of previous parallel 

incremental oomputers. 
The speed of the incremental proces

sor in performing simple operations is 
less than that of a parallel digital 
arithmetic unit because of the counting 
technique used. and the disparity becomes 
greater with increasing preciSion in 
computation. This factor is very much 
decreased in computations where a number 
of operations may be carried out at the 
Bame time. At present, with a 4 Mes clock 
rate, operations can be carried out with 
10-bit precision and accuraoy in times of 
about 250 microseconds, and with l2-bit 
preCision and accuraoy in about 1 milli
second. These speeds and accuracies have 
proved ample for a large class of data
processing and control applications, and 
enable advantage to be taken of the 
economy and simplicity of phase-computing. 

Applications investigated to data 
include. area coverage systems for air
craft navigation based on VOR/D}m 
beacons; direct readout of latitude and 
longitude for hyperbolio marine navigation 
based on differential transmission paths; 
sweep generators for PPls in surveillance 
radar systems I marker/vector generators 
with rectangular/polar co-ordinate 
conversion facilities in PPI consoles; 
automatic tracking of radar targets by 
least-squares smoothing and prediction 
for small radar systems, identification 
of process parameters for purposes of 
adaptive control, and on-line product 
quality monitoring with reject-rate 
prediction. 

Apart from its intrinsiq advantages. 
the phase computer is also of interest as 
an example of a computing system in which 
the range of basic operations includes 
those peculiarly required in specific 
problem areas, such aa vector rotation in 
navigation systems, and matrix up-dating 
in identification systems. The relation
ship between the computer operations and 
the structure of the system it is progr
ammed to simulate may be formalized 
algebraically in terms of natural mappings 
between categories of maps. Such a theory 
of computation gives a formal explicatum 
for the concept of an 'analog computer', 
and makes clear the reasons why a 
computer bearing this relationship to a 
class of systems is simple to use. 

The phase computer is also of interest 
because it is an all-digital, modular 
system based on modern integrated circuits. 
There are only five basic modules in the 
computer - counters, modulators, in~ut
control units, aequencers and different
iatora. They may be fabricated with 
standard integratedcircults hnd utili~e 
fully the high packing denSity devices, 
such as multi-bit counters and adders. By 
their simplicity and uniformity of 
structure, and their few interconnections, 
the modules and module-systems are 
eminently suitable for large-scale integr
ation. 

The phase computer is, however, only 
one particular example of the possibilities 
opened up by modern, low-cost integrated 
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circuits and the impact of LSI on computer 
organization. In an accompanying paper (18] 
R.A.Shemer discuGses more general arith
metic and sequencing units, and their 
application to both programmed DDAs and 
to conventional general-purpose digital 
computation. Such modules may operate in 
several modes and implement various 
computing t~chniques within the same 
computational cycle. Indeed, the distinct
iono between techniques become arbitrary in 
such a structure, since parallel DDA 
operations may always be treated purely 
algebraically as series expansions of the 
functions ~enerated and are most conven
iently analysed in this way. 

It should be possible at the present 
state of knowledge to dispense with hard 
and fast distinctions between analog, 
digital, incremental, and hybrid, computers, 
and so on, and treat the technology of 
data-processing and control in a. unified 
and coherent manner. The main obstacles to 
progress in this direction are our lack of 
detailed knowledge about computing tech
niques in themselves - of their relation
ships to hardware, and particularly to 
what constitutes a viable module both from 
the viewpoint of the computer engineer and 
from that of the component engineer - and 
last, but by no means least, of the inter
relationship between the hardware/software 
combination which is the computer, and the 
structure of the systems it is required to 
simulate and the problems it is required 
to solve. 
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DISCUSSION 

B. HRUZ: You mentioned the problem of identification 
of a systcm in automatic control. In what do 
you see the advantages of the DDA or incre
mental techniques in identification modelling 
systems if it is borne in mind that the use of 
A-D and D-A converters is needed and this 
complicates the system. This is interesting in 
respect to speed, cost, reliability, etc. 

B. R. GAlNES: This is the kind of point which I think we would 
very much like to bring up in discussion, because 
your question raises a large number of quite 
distinct points on the interrace between a com
puter, Digital to Analogue and Analogue to 
Digital, with incremental techniques. Of course 
,,"e have applied them to quite simple controllers, 
PID controllers, where the output has been some 
kind of stepping device, a valve driven by a 
stepping motor, and we have had a digital ac-

. tuator. And again, the cheapest form of A to D 
J converters are counting techniques which ideally 

interface with the system. So I do not think one 
should complain that the interface to the com
puter presents difficulties, in fact one of the main 
reasons for using this kind of computational 
technique is that we can get very much cheaper 

, . interfaces. 
Within the computer itself, identification is one 
of those words once again which cover a multi-

/

-_.. tude of things. There is identification e.g. in 
terms of steepest descent techniques. And here, 
one has within the computation generally a large 
number of multiplications and has a fcedback 
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loop outside, of a performance criterion with 
which one is tending to match it. We have had 
comparisons between various techniques, the 
analogue ones, the incremental ones and so on, 
and once again the incremental techniques show 
up very well as soon as one gets away from the 
stage where the GP machine is capable of count~ 
ing within a computation. 
Within the GP machine it always comes to a 
factor of time. If you have got the time to go 

'\ through a program loop to do the computation 
necessary for steepest descent, then this is more 
often than not the best way to go about it. It is 
quite an extensive computational loop, the more 
inputs you have got, the more parameters you 
have got, the more times you have got to go 
around the loop, and once you get up to some
thing like ten parameters then you really are 
taking up of a lot of GP time. This is the kind 
of level at which one wants to go to parallel 
techniques. If you go to parallel techniques you 
have got a choice between trying to put several 
general purpose processors on to it. Each of 
these will require a program and are rather ex
pensive. If you go to analogue elements, the steep
est descent identification requires ~nalog multipl
iers which are expensive and unreliable. 
In the other areas of identification, there has 
been no attempt so far to use identification 
methods in a discrete state space, say with 
models of processes as Markov transitions, 
probabilistic transitions between states. This 
bas all been written out in theory, but bas never . 

been implemented in practice, except, on some 
simulations which in themselves havc never got 
very far because it is a very expensive thing to 
simulate. This is the kind of thing which onc can 
now do, using inceremental techniques, and pro
vided the elements are cheap enough. We have 
it performing for example in our laboratory, 
where we have put special hardware onto a GP 
computer. so the arithmetic unit of the computer 
can look like a special purpose DDA element. 
This is for simulation purposes, so we can, in 
fact, simulate networks of several thousands of 
integrator elements, without building more than 
one special purpose unit. This really is the 
problem area of what advantages does one gain. 
Are there other ways of gaining the same ad
vantages which are going to come first, or are 
we in fact avoiding the question of these ways 
at the moment with DDA-s, and just going to 
find that there is a bigger way coming along with 
variations on GP machines? Or are we really 
on to something which is going to become in
creasingly important within control systems? 
I think this should form part of this afternoon's 
discussion. 
After a recess, the Chairman, J. Hatvany, asked 
B. R. Gaines to introduce the Plenary Discuss
ion. 

B. R. GAINES: The first point which I would like to raise is 
probably relevant to the members of the Tech
nical Committees of IFAC who are here. 
When we run a conference, then by the very 
nature of the editing process we have a very 
lop-sided view of the whClle field. If I had put 
in a paper for this conference on GP computers 
and their applications to automatic control, Dr. 
Hatvany would have returned it to me and said 
"It is a very pleasant paper, but completely 
irrelevant to the conference" and equally if I 
had put in a paper in which I said that we had 
been working w.ith DDA-s for about ten years 
and we tried to apply them to control systems 
and it had been completely fruitless, he would 
have said "Hard luck, but this is a very negative 
paper" and returned it to me. So the only 
papers we tend to get, are by people who are 
proselytes for DDA-s and other such systems. 
And I wonder whether I should take the op
portunity of giving the papers which I never 
sent in because I knew they would be reject!:d? 
And trying to put the case for the GP computer, 
for the poor old analogue computer which we 
all tend to sneer at, and for the various tech
niques which are appearing nowadays. 
Wc all introduce the DDA through Large Scale 
Integration, and say: "Oh, the DDA-s arc 
going to make a come-back because LSl's 
going to make integrated circuits very much 
cheaper." This of course, is affecting almost 
anybody building any system whatsoever, and 
it is reasonable to look at the GP computer and 
say: "Well, it has got a very simple processor 
and a massive core store, and all we are really 
making at the moment is volatile memories, so 
they are going to have to go on using those 



magnetic cores, and they do not know how to 
make multiprocessor machines and so they are 
not going to be able to take very much ad
vantage of Large Scale Integration." In a way 
this is true, but equally there is a very large 
number of people with vested interests in the 
GP computer. And they are really the ones who 
generated Large Scale Integration. They can 
not be doing this just to pass themselves out of 
the market. 
I was in New York at the IEEE International 
Convention recently, and from Texas Instru
ment there was a device coming out which was 
a read-only memory, with a cycle time of 20 
nanoseconds, in which at present they have 
got about a thousand bits on a slice but they 
are aiming by 1973 to be supplying in product
ion quantities, one with about 300 thousand 
bits per slice. Now this is a pretty substantial 
program size, so that for many of the applicat
ions we have been discussing, applications to 
automatic control, where programs are fixed, 
we are going to be able to use this for quite a 
number of jobs. Let us take for example a PDP 
8 computer. The processor there, using Texas 
74N series, takes tip about 200 packages. This 
is probably equivalent to about 1000 to 1500 
gates. So in three of four years' time that is 
going to be 3 or 4 packages coupled to this type 
of read-only memory, and we have got a 
complete computer, a very powerful machine, 
which can have as many data registers, as many 
volatile registers as we would like, in a few 
slices, at a very low cost. This can be a very 
powerful device. One important advantage of 
this read-only memory, is that the programming 
is done externally by blowing internal links, by 
in fact burning through the metallization. So they 
are offering a GP component imposing no real 
constraints on the computer manufacturer, put
ting out something which has got a very large 
market, and costs very little. We certainly will 
see very cheap GP machines becoming avail
able, and we have got a whole army of program
mers, ~d quite a lot of experience in using 
these machines. So if we are putting forward 
DDA-s this is one thingwe are fighting against. 
In another area, at the Spring Joint Computer 
Conference there were several papers on hybrid 
techniques, and the most interesting ones were 
using D/A converters as computer elements in 
very much the same way as we have been pro
posing incremental modules. They have been 
taking the D/A converter, which once again is 
very amenable to Large Scale Integration, and 
seeing how to interconnect large numbers of • 
these to form a computing system. This is a 
device where you put in a digital number on 
onc channel, and get what is really a variable 
analogue weight, in fact a digitally controlled 
potentiometer, where you can put analoglle 
signals throllgh several of these, and control the . 
gates digitally. Adage, for example, are using 
this in a very nice graphical display which plots 
a complete line in 4 microseconds and can plot 
about 5 thousand lines flicker-free on a display 
and rotate them in 3 dimensions, or more if 
'One really wants it. So here, once again we 
have an example of a computer technique. 

J . 

What is tending to happen with these is exactly 
the same as happened with DDA·s. People are 
calling them by all kinds of odd names so as 
to pretend to their own companies that they 
have invented something new. They arc ge
neralizing them and building up a complete 
system, and they are in fact restricting the 
applications by trying to lIse these elements 
throughout the system. If one, in fact, examines 
the variety of computer techniques available 
now, then it has become very very much larger 
during the last few years. The GP computer, 
the analogue computer have been coming down 
in price, and equally there have been a large 
number of new techniques. 
I think "new" is probably a bad word here, for 
every one of the techniques which one secs and 
which one gets excited about, one can count 
back to about 1950, and can find there. In 
fact, if one looks at the history of the analogue 
computer and the digital computer and the 
DDA, one arrives back inevitably at the Second 
World War, one finds the Bush mechanical 
differential analyzer heing used for ordnance 
calculations, one finds ENIAC transformed into 

.. EDSAC under the influence of von Neumann, 
. so that the stored program digital computers 

have been generated in about 1946, and one 
also finds the operational amplifier which is the 
basis of the analogue computer, being made 
available as a high stability reliable component 
at about much the same time. If one looks at the 
growth of these up to about 1960, the growth 
patterns are very similar. From then onwards 
we have got an ever increasing growth, ac
cording to at least an exponential law. parti
cularly in the stored program· digital com· 
puter, especially as it went from scientific to 
commercial lIse. The analogue computer seems· 
to have fallen off fairly level, and the DDA 
looked as if it was just going to droop away 
into nothingness. 
'Looking through the previous conference 
proceedings, onc can find that the conferences 
specifically on incremental techniques are 
around the 1960-5, so that there was about an 
eight years' gap, eight years in which there has 
been very little communication among people 
working in this field. To some extent, one 
might say that this has indicated a lack of in

. terest in DDA-s. But the lack of communication 
is really because they have been applied largely 
to military uses. However, when examining the 
possibility of incremental techniques having 
some place in future systems, we must he aware 
of the competition here, and certainly a strong 
competition from a new generation, it is not 
the 5th generation or the 4th generation, it is 
an offshoot virtually - a micro-program spe
cial purpose computer but using the standard 
GP techniques, taking advantage of Large 
Scale Integration. And this is certainly.a very 
strong competitor in the control field and in 
putting forward the advantages of the DDA one 
should also really consider exactly the same 
problems proposed to this type of machine and j 
Jook at the concurrent advantages. 
I think there are two major points, which come 
out of this. At present we have a number of 
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isolated people working on DDA-s for specific 
problems, writing up some aspects and this 
is the body of literature. Now within a particu
lar company with a particular problem to solve, 
this literature is not generally accessible. We 
have verY little education at our universities 
on incremental techniques, we also should have 
a lot more on GP ones, but from the point of 
view of getting a job done quickly, the DDA 
just is not available. If a person who happens to 
know how to use it, is available at the same time 
as the problem comes up, where it is the best 
technique, then this is the ideal way of getting 
a good search for using incremental techniques. 
But one example of how the DDA suffered 
because of this kind of work is, I think, with 
Litton Industries. They pioneered the com
mercial applications and they had a major 
contract for a DDA in an aircraft navigational 
system. But in getting this contract they had to 
get more staff in, and the person they put in 
charge of this project had in fact just been 
working on GP machines. He looked at the 
problem and said: "I do not know a thing 
about DDA-s, but I know how to solve this 
with a GP machine", and in fact for that par
ticular contract they used a GP machine 
throughout, and since it was about the biggest 
contract so far on DDA, this is the kind of 
factor which has killed the machine. 
I think if we are going to use DDA-s we must 
certainly have the equivalent of high level lan
guages. We must have a problem-oriented lan
guage, which instcad of giving us bit-patterns 
of course, at the end of the program, gives us a 
specification for interconnected modules. Equal
ly, this is extraordinarily difficult to sce coming 
about. Here, once again, the comparison is with 
a GP machine, and one knows that programm
ing for GP machines is generally very inefficient, 
so the fact that if we do this for DDA systems 
we would be equally inefficient, is not a cause 
for undue alarm, perhaps. Yet it is very dif
ficult to see at the moment any technique for 
presenting a wide range of problems and getting 
out a hardware system; a hardware compiler, in 
fact. Equally, if we are going to have a wider 
use of the incremental system, then we have to 
introduce it into a more extensive body of 
literature, and we have to present examples of 
problems solved which are of general interest. 
1 think another criticism which has been made 
of the conference as a whole, is that although 
we arc working under the auspices of IFAC, on 
automatic control, we have tended to neglect 
specific control problems and concentrated on 
the particular problem of incremental computer 
techniques. It would be interesting to know 
bow much succcss people are having in apply
ing DDA·s to specific control problems. 

J. L. SHEARER: I would like to put some questions which. 
.. . mayor may not be provocative, but might, I 
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hope, lead to some interesting discussion .. 
There seems to be a great reluctance on the 
part of most people who have used digital ' 
computers to get mixed up with what I would 
call multiple arithmetic units. Now this is es
sentially what you have been talking of Mr. 
Gaines, and in that categorY of arithmetic 

units you have been including DDA and in
cremental computer techniques. So the ques
tions I would like to pose to the experts-and 
incidentally I consider myself to be a neophyte 
in these questions-are these: 
What is the role of reliability or if you like. 
lack of reliability in the development of multi
arithmetic unit computers? 
What is the situation with languages and 
software, or perhaps I should say, what are 
the limitations of language and the limitations 
of software with regard to multi-arithmetic 
computers? 

D. W. RIGHT ON: In my firm we are designing aircraft control 
systems for use in, shall we say, the late se
venties. This has to be a digital type system, 
because digital equipment is going to be very 
cheap in those days. We are having to decide 
whether this is going to be an incremental
type system or a GP system. And the reason 
why we have tentatively picked the GP system 
is that we do not know what type of con
trollaw we shall be synthesizing, and there 
the GP gives us a flexibility that the DDA 
type of arrangement does not seem to give. 
I wonder if there is any comment on this? 

B. R. GAINES: Let me take the worst case. If one says one has 
got a control problem, and one is going to use 
a GP machine for it, and one does not know 
the control laws, then there is obviously no 
guarantee whatsoever, that given a specific 

. control law which is put up as the one you 
want to use, when one puts it into a GP ma· 
chine the computation is not, in fact, going to 
take so long that one just can not use the ma
chine. So I think the first point here is that 
even though the GP machine to a very large 
extent, can do almost any computation one re
quires of it, in a real time application, such as 
a control system is, one has got to worry about 
timing. So the flexibility in fact, does not gua
rantee that the machine is capable of doing the 
specific control task. 

D. W. RIGHTON: We have of course some experiences which 
allows LIS to estimate the probable complexity 
of such a control. We hope that we shall have 
improved our techniques of control by the 
time this equipment is put into service. 
There arc two things. We arc not quite 
cer!:!.in of the machine we are going to control 
and so there are going to be requirements 
with regard to parameters. Then we hope that. 
one's knowledge of control theory will have 
advanced sufficiently in the hardware design 
time, to make the type of control law which 
we are using, in fact, the specific control law 
which we arc now using, wrong. 

B. R. GAINES: 1n radar tracking we started off using a stcep* 
est descent technique which was a least menn 
square linear identification technique, for we 
have got variolls plots on a radar screen and 
wc are trying to predict where they arc going 
as a track. This is a computation one can 
write down with arithmetic and work out how 
long it takes. It is being applied on a GP ma-

I chine as a subroutine, and the GP machine 
is capable of handling something like 200-
300 tracks. It is being applied on an incre* 
mental machine as a piece of hardware, and 
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if you want to track several planes you have 
several hardware boxes. 
This is a case where, in fact, our knowledge of 
radar tracking techniques is considerably in
creased. One thing about the error function for 
instance: in a radar system one has far better 
information along the radius factor than one 
does about azimuth, about angle, so if your error 
is not a circular component it is quite a distinct 
ellipse, and this ellipse is rotating in the XY 
coordinates as the axes go round. Equally, an 
aeroplane gives one trouble in tracking when it 
does a turn, because it rapidly moves away from 
the track, (If it just slows down or speeds up if! 
the same track, this is O.K.) So there is an error 
function for detecting when the aeroplane does a 
turn: in terms of cross track errors, how far 
away is it, at right angles to the track. One in 
fact generates thrcc entirely diffcrent coordinate 
systems, the radar ones, which are rotating, the 
XY ones, which are thc ones to display, and the 
cross track ones. Now if, to do the mathematics, 
you work out an optimum equation for the 
tracking, taking into account all these effects, 
then on a GP machine you could track 2 or 3 
planes instead of 300 using this. On the incre
mental one you would have to multiply hard
ware by about a factor of five to do it. I think 
this is very tipical of this. If you change the pa
rameters in your laws, that's fair enough, but the 
GP machine and the special purpose one can 
quite easily cope with this. If you entirely change 
the laws and get a very much better technique, 
then it consists of increased hardware in one 
case, or decreased time in another, and I think 
this point of flexibility is not so much a defect 
of the DDA in itself but in our current thinking 
about the machine. Equally, the digital computer 
in real-time applications is vastly less flexible as . 
we see it. Typically again, in the air traffic control 
we have a very big A TC system in Britain, which 
as it was built was extensively modified, so it has 
never been completely built and it has given a lot 
of trouble. The same applied to air traffic, air 
ticket reservation systems, so I do not think 
things are black and white, I think it is definitely 
a management attitude that if you buy a GP 
machine for one job if you buy it for control and 
it's not much good, you can always turn it over to 
accounting. 
But you can not do that with DDA, and this 
certainly is not a competitive point. The question 
remains, however, of whether it is a desirable 
one? 

J. HATVANY: My first point is on this question of reliability. 
I am afraid I shall be repeating myself to those 
who were there this morning at Section I. I 
would likc to make thi5 point, which I think is a 
very very important one in defence of incrcment-

.. al techniques (if indeed they need defending). 
And that is, that they tend to permit one to build 
a computing system with many homogeneous 
functional units which can be switched for 
diagnostic purposes to do the same thing: count. 
Because they are mostly counters. In the schemes 
which 'were shown by Dr. Gaines we could sce 
that, and certain integrators again, are a set of 
homogeneous functional units. Now I think from 
the point of view of reliability, this permits a self-

checking of these types of machines, which can
not be achieved by any other known machine 
type because everywhere else all functional units 
are different, or at least there is a very great 
variety of them. There is not the same possibility 
of letting the whole machine work as one set of 
parallel counters or 2 or 3 sets of parallel 
counters and checking them bit by bit for co
incident progress as though they were just ar
ranged in a simple square matrix. 
On the question of software, I think that the 
software future (and I am certainly not alone in 
thinking this), will tend towards adaptivity as 
far as automatic control is concerned, towards 
the automatic machine evolution of control al
gorithms from the machine study of the re-

I suits of datalogging. That means that you will 
get an output from this machine study of the 
situation and from the point of view of pro
gramming what that output should bc, there 
does not really seem very much difference be
twccn getting it to output a sequential program 
for a ~ntral classical processor machine, or get
ting it to output blueprints of if you like the 
printed wiring, of a structure and putting that 
structure in. In fact I even have a hunch that if 
once such a program is written, the latter will 
prove a simpler program. But that of course is 
for the future, since even the first, although it 

\ is said to be a very much better known set of 
situations, is very far from being writlen. 

H. 0 RLO WSKI: I would like to express my opinion of the com
parison of GP and incremental computers. As 
far as the speed of computation is considered, 
I believe the incremental computers in in
dustrial control systems have no special ad
vantages, because the actual requirements are 
not serious for present day GP computers. The 
really important field of application I have 
seen in the small discrete schemes, used in 
single control loops, where there is a neces
sity of correction, multiplication or generating 
of certain function. The single loop in such 
scheme gives no possibility for the use of GP 
computer on the time-sharing principle. In 
these cases, GP computers would be obviously 
less convenient than the incremental ones, be
cause of both cost and reliability. 
Please note, that [ have talked of industrial 
applications, and not displays, rockets and 
others for which the comparison could differ. 

T. H. THOMAS: I would like to add anotherpointtathethought 
of the last speaker and that is the old, well
known problcm of engineering design time. 
I am mort' interested perhaps in process cont
rol than in the much more difficult problems 
that were discussed here earlier. In process 
control there are a number of lightly inter
rc!:tled or unrdated loops nnd the problem is 
to have a device which can be nl)plied simply. 
by rclatively unqualified people, to the control 
of these loops. An optimum solution would 
ccrtainly be a device which was extremely 
complex and would need hill-climbing.routine 
to find the correct parameter itself. But until 
we reach this stage, the wired device, the DDA, 
which is extremely simple, which has onc or 
two knobs on the outside and which can be 
applied for a wide range of processes to give, 
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shall we say, near optimum control, is a far 
better solution than something which even 
were it as cheap, requires advanced engineer
ing skill in finding the correct algorithms. 

I. ALEKSANDER: I would like to make a rather vague comment 
because I feel that perhaps the subject under 
discllssion is not central to my knowledge. 
But it seems to me that as control problems 
become more and more difficult, one tends to 
rely more and more on storage in computing 
systems, whatever they may be. In the ap
plications talked about earlier, the reason 
that the GP computer seems attractive is 
because one can store the data of curves of 
some kind for which there is no clear ma
thematical correlation. So I think that for 
development in the future, the choice is 
neither incremental nor general purpose but 
a close look at the sort of information which 
one has got, information on a control situa
tion. The extraction of the relevant, or per
haps statistically relevant part of this in-

I 
i 
I' 

formation require a lot of storage to develop 
a control function which can then be imple
mented in more storage-type equipment. But 
perhaps that is another problem, it is the 
next step. 

I. L. SHEARER: Why is it that an general purpose computers 

I. HATYANY: 
have only one arithmetic unit? 
I should like to attempt an answer, if I may. 
I think, the answer is no. There are a num-
berof general purpose computers with several 
arithmetic units. Well, one of the first I know 
of was the Bull Gamma, and then there were 
others, and now some very big computers 
are being built as multiprocessor computers. 
There is the Atlas which has two processors 
and now of course the Solomon computer. 
The Iliac I think has 32 in the first stage and 
can have 64 processors. so I think the multi
processor computer has been invented. But I 
do not know whether that was what you 
were thinking of, because these are general 
purpose computers. 

I. L. SHEARER: Actually that was what I was thinking, but it 
is one thing for the invention to be made. 
However, it seems -at least to a neophyte 
like me -that these machines have not been 
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successful in everyday use. 

There has been quite a number of computers 
which have becn designed with a number of 
arithmetic elements. Onc of the main 
problems of this class of computers, is in 
the analysis of how to rewrite programs. 
One must analyse, so one can decide which 
arithmetic unit to use. This needs a great 
deal of analysis in our language translators, 
as a result of this they have not been too 
popular. I think the trend however, and this 
also touches on the questions of reliability 
that you have put, the trend has been towards 
more processors. And the problem is one of 
assigning a task fl.ther to the processors, in 
which each processor has an arithmetic unit 
and has also separate logic capabilities. The 
trend in largescale computers is one of 
multi-processors for the purpose of stand-by 
capability. That is, we must be able to detect 
errors when they occur, we must be able to 

keep the computer's operation up, some parts of 
the computer up, 24 hours a day, 7 days a weck. 
We must be able to reconfigure the computer, 
and when a piece of it goes down, then the su
pervisor, the executive programme of the system, 
must be able to reconfigure the computer, sO 
that we can utilize that part of the computer 
which is up, for two purposes. To carry the work 
load, the part of the work load which must be 
done, and also to aid in the localizing of the errors 
of the part of the computer that is down. 

B. R. GAINES: I think the question about multiprocessor 
machines is a very relevant one here, because it 
brings us right back to the structure of data 
processing systems, whether they are for control 
or any other purpose. It is quite clear, one can 
look at the historical reasons for the develop
ment of a single processor, and one can see this 
just in the fact that we started with vacuum 
tubes and these are rather unreliable. So we had 
the minimum hardware in the processor, and 
concentrated on making a really good drum 
system to back it up with a large store. But this 
no longer applies. Quite certainly. [ think it 
would be fair to say that the general purpose 
>multiprocessor machine has been pretty unsuc
cessful. Though there are examples of very large, 
general purpose facility type machines which 
have been succesful. But if we take the CDC 
6600, the multiprocessors there are largely for 
input-output capability, in fact, for things which 
have got to be done in real time, asynchronously, 
which involve far slower data rates than the 
central arithmetic unit wants to lieat with on an 
autonomOllS basis by several processors. But 
in a way these are special purpose processors, 
and arc configured for a particular input-output 
job, as it comes up. The Iliac 4 is most certainly 
not a general purpose machine, in this sense. If 
one looks at the justification for Iliac 4, the only 
real region where it does justify itself is the field 
of weather forecasting, where one has a set of 
pretty complex partial differential equations 
which have got to be solved in a three-dimen
sional space. One knows what the connectivity 
of the space is, one can configure a system, which 
is about 1000 times faster than an equivalent 
general purpose machine doing the same job. 
But once again it is a special purpose application. 
Certainly it looks very much as if in the case of 
the general purpose machine. where one says 
virtually: "I do not know what this machine 
is going to do, it is just the fastest general fa
cility I can offer, I am not going to restrict peo
ple in any way" that one is forced right back 
to the single processor machines. The reason 
being, that if you do not know your computatio
nal mix, you do not know your type of problem, 
then in fact, restructuring the computer purely 
on a software basis, which is of course, done 
by the programmer and not by the computer 
manufacturer, is the optimum way out. And if we 
actually had this hardware compiler, we have 
been talking about vaguely, a thing where you 
do not put a specific problem in, (obviously jf 
you are designing hardware, you put a range of . 
problems in e.g. you say, I want to solve a 
navigational problem, or a certain type of control 
system problem), if we really put in to the input 
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of that compiler the general purpose facility 
problem, then probably what we should get out 
of it is the standard general purpose computer 
we have today. However, it does look very much 
as if we have got to move into some more spe
cialist direction. What we arc looking for now 
is not just onc complete problem, because 
everything wc want to do has separate problem 
classes, for control certainly, like a specific type 
of data processing hardware, equally for na
vigational systems, or for communication systems. 
Message switching is another example, where 
mUltiprocessors are being used to achieve re
liability very successfully because one knows 
exactly what one wants in a message switching 
system. And one can look at the likely failures 
and design around them. But it is, once again, 
a special purpose. 

H. SElEDRAZY: Mr. Kalyayev was speaking today of a multi
incremental computer. What is an efficient· 
application for this type of computer, and 
what is the advantage, over the usual DDA? 

A. B. KARHEB: Pa3pa6oTKa napannem.HbIX BbI'IHCJ1HTenLHblX 
. CTpYKTYP IIBJIlIeTCIl O,!!,HHM H3 HaH60nee nep

CneKTIlBHbIX HanpaBJIeHRH pa3BHTHII BbI'IHCJ1H
Tem.HoH TeXHHKH. 
Oc06eHHo MHoroo6eIIJ;aIOIIJ;HMH MOCyr 6bITb 
napaJlJ1em.Hble Bbl'lHCnHTCm.Hble CHCTeMbI, 
COCTOllUIHe WtHOBpeMeHHO H3 Tpex nmOB 
O)l;HOPO)l;HblX CTPYKTYP: O,!!,HOPO,!!,HbIX YHHBeP
canbllblX DbI'lHCJ1HTenLHblX cpe)J" O)l;HOPO)J,HbIX 
Ul{qlpOBblX IlllTerpHpYIOUUtlC CTPYKTYP II "3 0,1{-
1I0PO)J,lIbIX mmJloroBblX Bbl'fllcnIlTenbllb1X cpe)X. 
O)XlIopO,!\lIbTe l~IIIPpOBbIC IlIlTCrpllpYIOUIlle 
CTPYKTYPhI·MorYT 6blTb nOCTpOCHbl na OCIIOBC 
YlllfBepeanbHbIX llU$pOllblX MHTerpaTOpOll, OK
P}')KCHlIbIX 3JiCMCHTapHbIMll KOMMYTHPY
IOUIUMH 3neMelrraMn. YcneXH l\1I1Kp03neKTpo- . 

. HHKR n03BOJllllOT }')Ke B 6nHJKaUIee BpeMIl CO-
3,ll,aTI. UH$p0llOH HHTerpaTOp COBMeCTHO C 

3KCTpanOJIllTOpOM H )J,BYMll cYMMaTOpaMl{ B 

BH,!{e e)J,HHoH MHHHaTlOpHOH TBep,ll,oii; cxeMbl. 
EUIe 60Jlee IJPOCTblMH 11 MltHHaTlOpHbIMH Moryr 
6bITL BbInOJIHeHbI 3JIeMeHTapHble KOMMyrH
pYIOIIJ;He If'feHKI!. B pe3YJlbTare OKa3bIIlaeTCIl 
B03MO)KllblM CKoHcTpynpOBaTI. BCCbMa KOM
naKTIIYIO H B TO )KC BpeMII O'leHb ru6KYIO OA
JlOpO,llllYIO HHTerpUPYIOll\YIO CTPYKTypy. KOM
MyrallHdi TaKoit CTPYKTYPbI MO)KeT ynpaB
nllTh YIIIIllCpeanbll311 O)J,1l0pO,llHalI nOrM'IecKall 
Dbl'lUcnllTeJlbllall cpc.n:a, KOTopall HapllJlY C 
<\!YIIKllll!IMH ynpaBJIeHHll 6Y,lJ.eT TaKlKe pewaTI. 
nOrH'IeCKHC 11 ilPyrHe 3a,lla'lll, lie peanu-
3YIOIr(UCCll B O)l;HOPO,llHOH HHTerpHPYIOIr(eii 
CTPYKTYpe· 
C nOMOU\bIO nO)J,06l1blX napanncnbllblX Ob[
'1UCnUTCnhll[,lX CIICTCM, COCTOlllltllX M') 0,IJ.1I0-

PO,/UlbIX 1IIITcrpIIPYIOUIIIX CTPYKTYP M 0,1:(110-
POAHblX YHMBepeaJIbHblX Bbl'lHCJ1HTem.HbIX 
cpeA MO)KeT pewaTkll O'leHL InllPOKHH Kpyr 
3a)l;a'l, BKJIIO'Iall 3a,ll,a'flf ynpaBneHHll, HaDHra
I:(HH H lIH<!>pOBoro MO,l:\CJ1HPOBaHHlI B pea.!IbnOM 
MacwTa6e DpeMeHH. 
I1oAo6Hble O)J,Hopo,!!,Hble CTPYKTypbI 06J13,l1,aJOT 
pa3Hoo6pa3HbIMH 6naronpIDITHblMH CllOftCT
BaMI!. B '1aCTHOCTI!, OHH n03BOJUlIOT 06ecrre-

. 'flfTh BbICOK)'IO TO'flfOCTb I! CKOPOCTb paGOThi 

3a C'IeT HCn0J1b30BalllllI 6bICTpoAeitcTOYIOUII1X 
TO'lHbIX I!llTerpaTopOB. OAHOTHIlHOCTb UH<\!
POBblX ltHTerpaTOpOB I! KOMMyraTOpOB, BXO
)J,IlUIlIX B OAHOPOAHYIO CTPYKTYPY, n01BOJtJleT 
B nC06XOL\I1MbIX CJ1Y'fallX P01KO nOllblwaTb 
na)J,e)KHOCTb 3a C'ICT ,ny6nl1pOBaHHII M TpOHpO
BaHIU{ peWalOll\HX 6nOKOB, a TalOKC o6ecne'lU
BaeT B3aHM03aMelllleMOCTb 3J1eMelrIOB CTpYK
TYPbl npH BblXOAe HeKOTopblX Y3J10B M3 CTPOJl. 
Ba)KllbtM CBOHCTBOM ommpoAHoit CTPYKTYPz,r 
IlBJ1lIeTCII B03MOlll'HOCTb nepeCTpaHsaTb np;r He-
06XO):lHMOCTH nporpaMMY B npouecce pa6oTb!. 
Cne,nyeT TaK)Ke nO)J,'fepKuyrh nepcneKTlIB
HOCTh ncnom.30BaHHlI paCCMaTpHBaeMblX 
CTPYKTYP B caMOHaCTpaHBaIOUlMXCll H caMO
opraHM3yIOUlRXClI CHCTeMax. K 'fllcny AOCTO
"HCTB HX pacwMpeHRII 3a C'l:eT npOCToro Ha
paIIJ;HSaHHJI OAHOTHIIHbIX pewalOUIHX 6noKoB, 

. TeXH0J10rH'lUOCTb Y3J10B, KOTOPbl<l MOryT npo
H3BOAHTLClI B MaCCOBOM nOpJl.llKC Ha OCHOBe 
cxeM MMKpOpa.llH03JleKi'PoHHKH, M, uaKoueu, 
Manble ra6aplrIbl If DeC. 

Y. LUNDH: The title of this afternoon's discussion is "The place 
of incremental techniques in the computing systems 
of the future". I think it is going to be very difficult 
to predict what will be the future. And I think it 
would be very difficult to rcach a nice formula - to 
give an answer such as DDA, or DDC a general 
purpose computer, with such and such data. I think 
we all know that there can be no such ideal answer, 
because there never is such an ideal answer to 
design problems. But what I think is useful, is to 
know all the various clever methods which are 
commonly known by thesc names, DDA etc. They 
could be uscful when you have to design a specific 
dataprocessing system to do such and such. 1 myself 
have done work on digital frequency techniques 
and we came lip with a much simpler solution to that 
specific problem, than if I was restricted to the 
general purpose computer. Of course, if as Dr. 
Gaines said, you do not know your problem, then 

. the general purpose is the most likely thing to 
. solve it because if you have to install a machine and 
you do not know your problem; but a problem 

··which is solved that way, will be very unlikely to be 
a vcry optimum solution. I think. So if you know a 
specific problem I think it is a grcat strength to 
know as many methods as possible and methods 
that come under the general heading of this Sym
posium could be quite useful, not to speak of the 
methods which come under the heading of a gene
ral purpose computer. 
There is one othcr point that I would like to make 
and that is that general purpose computcrs can, of 
course, be used for almost anything, but it will be 
a ~equentialjob, and you are limited by the memory 
capacity. etc. For many solutions'you will find that 
the engineering that you have to spend in the soft
ware of these systems, the programming problcm, 
could have been much simpler, if you uscd the 
techniques available today, in integrated circuits. 
Integrated circuits reduce the engineering of 

., implementing a specific logical, sequential problem. 
And that fact, I think will be a factor which places 
increased importance on the use of hardware s0-

lutions, as against the software solutions, because 
it is easy to implement a specific logic circuit when 
you have these nice integrated circuits. 
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One more point, if you want to buy a general 
purpose computer today, to solve a specific pro
blem, what you pay for is-I would like to be 
corrected if I am wrong-but I think most of 
what you pay for is the memory. And that really 
is the limiting factor, I think, for the economy, 
the speed for any specific purpose, so that you 
can implement more, specialized functions in the 
instruction repertoire. Or else you can use special 
electronic arithmetic devices, let us say for second 
order interpolation. These could simply be used 
as a hardware extension. So these factors, I think, 
together will point in the direction of hardware, 
versus software. 

I. HATVANY: Mr. Orlowsky has pointed out that general pur 
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, pose computers are now fast enough to do 
anything required in a process. I do not agree 
with that. If you take a very simple case, for 
example an oil refinery, and consider a number 
of flow-meters. Each flow-meter provides some 
4-500 pulses/sec. The pulse-number has to be 
corrected for temperature, viscosity, linearity. In 
order to correct for temperature you have to 
correct the local temperature, shift it, multiply it, 
you have an a + bx first term correction, at least, 
and all that you have to do for say 100 pulse 
meters, of flow meters. That alone is enough 
to completely clog down the order of computers 
which otherwise would be perfectly sufficient 
to run that size of plant. If you simply have very 
small, cheap, special purpose units doing these 
continuous computations, multiplication, shifts, 
addings, etc. on-line, you can use your computer 
for, what somebody has said, it is for, decision 
making. Now I would like to take issue with 
Dr. Gaines, if I understood him right. And that 
is, I certainly see a trend, and I do not agree with 
him completely. Over Iliac he is probably right, 
but I see a trend towards mUltiple arithmetic. 
Perhaps not quite in the sense in which I have 
said may be I did not express myself right, but 
the normal arithmetic units of the bigger com
puters are more and more tending to be multiple. 
In that they have several multiplication units, 
several division units, run-time shared as part of 
the central arithmetic. That is a trend towards 
having specialized hardware, and there is ab
solutely no reason to limit it to those instructions 
which are usually in our computers. Why should 
there not be a special integrating unit in the 
arithmetic part, why should there not be several, 
working on several items, and there you see 
the two fields more or less coalescing. 
One thing that. has been said here several times 
over, is that there is a promising future trend 
probably towards substituting prewired special 
structure for software. Surely that is to some 
extent also a part of the trend, at least compatible 
with the trend which is called firmware, of hav
ing what wc now usc as software, that is to say 
algorithmic languliges, autocodes, symbolic 
languages, pre-wired in large read-only stores •. 
But why use this only for the interpretative 
languages, why not use it for the problem orien
tated languages, why not use it for the 
solution of the pr~blem itself? And if you do 
that, you have got a special purpose computer, or 
at least in your computer you have got a special 
purpose part. So I think in this way, the trends 
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do, somehow, show a certain parallelity and 
even convergence, provided that we do not make 
the categories too hard and fast. 

I. L. SHEARER: I gather that the answer to the question may 
be something like this: 
1. From the point of view of reliability it is 
probably wise to have more than one arith
metic unit in a computer. 
2. It appears the language, the software, is the 
real reason why multiple arithmetic unit com
puters have not really come to the fore as yet. 

G. G. MENSHIKOV: I wish to give an example of a problem 
which is more convenient for the general purpose 
computer than the incremental. The discussion 
today is based on steady opinions. Thus, the 
discussion might have been programmed before. 
A computer could realize questions, answers, 
and do it better than we. But this is only pos
sible for a general purpose computer. 

G. KAPS: One field of application for computers is time 
shared computer control, known as DOe. What 
would you say? Are there any advantages of in
cremental special purpose units of the tYP~ you 
described in your paper, compared with normal 
general purpose computers with respect to switch
ing and computing speed and reliability? 

B. R. GAINES: This is a problem of current interest in fact, 
which is being looked into by the Ministry of 
Technology at Warren Sprint in Britain. Take a 
simple control algorithm that is being applied at 
present to say, distillation columns, batch re
actors and so on, a simple PlO control algorithm. 
It seems possible on a computer about the size 
of the PDP 8, to control about 40 batch reactors 
with the system. If you look at your system cost, 
a major part of it is in the interface, certainly in 
interconnection!>. Another feature concerning 
these reactors is that the run-up and run-down 
procedures, which are not control laws but open 
loop procedures, decision making ones quite 
often, which have to be followed, are equally, 
important in the computation and one can not 
just replace the controller. One has got to re
place the at present wired logic, which is around 
the analogue controller, for these particular 
procedures. On th~ application of incremental 
techniques we have done a study typically to 
realize the Proportional· Integral law, which is 
the most common one, around the fairly noisy 
plants in distillation columns. We need 3 coun
ters, about 9 bits in length, and a sequencer unit 
of 16 steps, plus an associated logic. The cost 
of this comes out to about 30 or 40£, the com
ponents for a control loop. At the Ministry of 
Technology they have looked into the possibility 
of multiplexing this type of controller around 
a number of control loops, and they have got a 
central proccssor working in a non-incremental 
mode, couples to several incremental units at the 
interface, and thcy are hoping to control so
mething like 100 loops with this special purpose 
computer. 
The position is at present that in the comparison 
they are all coming up neck and neck, and there 
does not seem to be much difference. If you want 
to do less than about 20 loops, then certainly it is 
rather cheaper to have a thing which gives you 
single loops. If you want to do only 3 loops, 
which is what a small firm may require, then 
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having a general purpose machine which is always 
totally committed to this operation, because it is 
It real time operation, there is no chance of 
foreground-background use of a general ~urpose 
machine, is evidently uneconomical. Certainly 
the sJ,'lCcial-purpose hardware is the best thing 
to go for. We feel that if you have got to about 
40 loops, or up to 100 loops or more, then if you 
are implementing these simple algorithms then 
the general purpose machine, provided it is 
used in a correct way, which means it has quite a 
lot of hardware interface, is the optimum solu
tion. Tipically the hardware interface is deter
mined by facts like that one can not drive the 
stepping motors on the valves at more than 
about 300 pulses a second. Now from the output 
of the computer you can drop out binary num
bers quite easily. You have got to drop the 
binary numbers into counters, and to count 
down into the actuators. And this is quite a 
substantial amount of hardware. 
In some of the systems you see in looking at 
direct digital control, the amount of hardware 
at the interface as it stands, is competent to 
perform the control law completely, because it is 
a counter, there are logic gates around it, and 
you could put a controller straight into it. 
If you now looked at the possibility of incremen
tal adaptive control, then the special purpose 
machines begin to look a lot more favourable. 
As soon as one goes to say a model reference, 
adaptive control system, the general purpose 
machine now has a lot more computing to do, 
you cut down the number of loops and if one 
looks at cost-effectiveness, putting more hard
ware around, a special purpose one looks more 
attractive. But the main problem with this is that 
if one looks at the state of the art in direct di
gital control, apart from the big petrochemical 
companies, there is very little commercial ap
plication. If one actually goes into it, goes to a 
firm who, say, are making resins, and have got a 
large formalin plant, you find that the control 
system is virtually unobservable. There is hardly 
a transducer on it, and it is virtually uncontroll
able', there is nowhere where you can enter to 
change the process very much. If one is really 
going to try to optimize these systems, we need 
a lot more work on transducers, we need a far 
greater understanding of the control problem in 
its own right, before we start even talking about 
optimum control systems. So we are very much 
constrained at the moment to doing what 
chemical enginecring would like us to do; to 
provide them with cheap hardware for realizing 
the control loops, they have got at present. 
The real advantages of the hardware seem to 
come in the ,lex! stage, when applying more 
complex control, and this is really where the· 
control problems come in. I think one important 
point here is that control theory itself is not ge
nerated in a vacuum1 if one looks to algorithms 
which use that hardware. Equally, if you have 
got a solution to a control problem, you look 
for ways of approximation with the hardware 
available and not implementing it exactly. One 
looks at cost-effectiveness. So once again, it 
does come back to not pushing particular s0-

lutions. I think Dr. Lundh came up with a plea 

that we should not be DDA engineers, or gene
ral purpose computer engineers or analogue 
computer engineers but that really all these va
rious techniques should be looked at in the 
context of the particular problem and the best 
onc applied. 

H. FRANK: Talking about DDC in computer applications 
normally means at the first hand to improve the 
values to be controlled by comparing and cor
recting the measured values with values comput
ed out of other data. Often these techniques en
ables us to control values which arc too much 
disturbed to base a normal control algorithm 
on the measured data alone. To do this data 
ensurement at a certain quantity of values to 
be controlled, we need a general purpose com
puter, and so we can use it for DDC, too, and 
have not to install special purpose environments 
to handle the control algorithms. 

G. J. MOSHOS: On this question of the choice of a computer, 
I would like to !lee more clearly. What are the 
real issues between the various basic organizat
ions? How are we to judge ?I have listed a few 
elements here, that perhaps you could look at 
in the case of various computers, and then one 
could comment on what these would look like in 
the various organizations. They would be figures 
of accuracy, speed, reliability cost of implement-

, ing a design, and the lifetime of the application. 
Perhaps somebody would care to comment on 
these particular issues? 

H. MICHAELIS: Is there not a certain convergence between 
the development of incremental and general 
purpose techniques? 

B. R. GAINES: I think the answer to that one is both yes and no. 
When we talk of incremental techniques, in fact, 
there is no difference, whatsoever between the 
incremental technique of the DDA and the way 
that one solves differential equations on a general 
purpose computer, mathematically. If one looks 
at the problem of solving differential equations 
on the general purpose computer, you must im
mediately make time discrete. That means that 
instead of a continuous time, and very small 
increments, we get discontinuous time and fairly 
small increments. And if we make our increments 
such, then we are probably working with at least 

. double length arithmetic in a general purpose 
computer. If our increments fit into our lower 
word only, then the only thing that propagates 
into the upper word is a carry signal. And in the 
DDA what we do in fact, is regard that carry 
signal as an incremental variable, and separate 
the two halves of our register. So in the DDA we 
have the digital equivalent of a strictly parallel 
integrator as one would re,alize it, and a DDA 
integrator. What we do not have in the DDA, is a 
parallel adder used as such. We add increments 
1\1 the beginning of the integrator so when wc a,ld 
wc must always be going into no integrator. We 
do not have the equivalent to a parallel multiplier 
and until I suppose about a year ago, it was rather 
stupid to think of parallel multipliers as com
ponents. I think iI1 Richardson's book on digital 
systems he actually mentions this possibility of 

'" parallel multipliers, dividers, adders used as one 
word in an analogue computer. However, with
outdoing too much advertizing for Texas 
Instruments, one of the components we used very 
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extcnsively right throughout our computers is 
their quad full adder. If one is working to 0.1 
percent accuracy obviously three of those give 
you a parallel adder. If one then wants a parallel 
multiplier, one has just to stack somcthing Iikc 
100 of the adders, 25 packages togcther, and you 
have got a parallel multiplier. With those com
ponents, and obviously a parallel inverter is a 
very easy thing to do, with the adder, the inverter 
which gives you the substractor, the multiplier 
and the integrator, which is very much like the 
ordinary DDA integrator, you have got a 
completely parallel digital analog computer. 
What you use it for, I am not sure, but it is at a 
stage where we certainly could make it. I have 
never seen it put forward as a sy~tem, I do not 
know whether anybody made it, it is certainly in 
Richardson's book, and it is obviously very-very 
closely related to DDAs. I tbink in Mr. Shemer's 
paper he has a step towards it, in that his DDA 
modules, or let us say, his modules can be used 
as integrators in the DDA sense which he called 
an incremental mode, they can also be used as 
adders, because they are really mainly adders, 
and they can also be used as serial multipliers 
apart from the fact that they are sequential. So 
we have a step there towards this type of machine. 
but whether we will ever be at the stage where we 
want to apply this, as we do an analogue ma
chine, to problem solving, is a difficult question, 
certainly the techniques are available and the 
economics are quite reasonable at present. 

r.x. BABHq: JI XO'IY ITOA'lepKHyrb HaUlY TO'lKY 3peHlfll 110 
. ~aeMOMY oonpocy. 

I 

1) ECJlU Mbr HMeeM npOCTYiO H AeUleBYlO G. P. Com
puter KOTopaSl MOlKCT peUlIITb ITCpeA HaMH 3aJl;a'IY. 
MbI )lOJllKHbI npllMClIllTb TaKYlO MaUlIIHY. 

2) WH B CIICTCMC aSTOMaTll'ICCKoro ynpaBJlCHIISI MbI 
,n:OJllKHbl 3KOHOMliTb 6bICTPO.n:ei!.CTBHe, nee H T. ,/l., 

MbI )lOJllKllbl 3KOHOMHTb npOH3BOAHTCJlbHOCTb Ma
UlllHbI. J,UlSl 3T~JlH MOlKHO npHMeHjlTb CITC
~~~i!!!.H!>~ CT~TYPbI, T. K. B npOTHBUOM 
CJlyqae Mbl nplIAeM K Hepa~OHaJlbHbIM 3aTpaTaM 
npOH3BO,n:HTCJIbHOCTH MaUlHHbI. MbI 6Y)leM HMeTb 
TH6KOCTb, HO MbI He CMOlKCM peUlHTb 3a)la'IY B pe
aJIbHOM BpeMCUH. 

3) .n.JISI HeKOTopbIX KJIaCCOB 3a,n:a'llllBCCTHble MeTO)lbI 
)laIOT B03MOlKHOCTb nOCTpOHTb 60nee 31(0HOMR'I:
Hble CTPYKTYPbI, 1I0 3TH MCTO,ll,bI He jlBJljllOTCSI e)lRH
CTBellHbTMH ,n:JlSl cncqHaJIR1RpOBallHbTX MaUlHIf. 
Mbl )lOJllKHbl KOM6HHHpOBaTl. lIX C )lpyruMH 
cneItHam13llpOBalllfblMH MCTO)laMH B )lOnOJlHC
HltH K ymtBepcaJlbHOMY npHlTItlmy. 

R. A. SHEMER: I think it is generally conceded byall of us that 
if we are going to optimize any particular 
control system, we arc going to have to lIse all 
the techniques available. But it seems equally 
conclusive that~therc is never going to be any 
particular algorithm which will tell us which 
is the best technique to use. It is similar to the 
design of normal GP computers, in that you 
have volumes of automata theory, but when 
you come to design a computer it does not tell 
you which is the best autocode to choose. That 
is obviously something at the discretion of the 
engineer. Eventually we may get rules for 
deciding, such as Mr. Babich proposed for 
different types of differential equations. But 
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in between, wc must try and rcduce the de
velopment cost of any special purpose com
putcr that we do dccide on, because that has 
bcen onc of the features encollraging GP 
computcrs. They arc so flexible, they can be 
used for so many things, and the development 
cost is of course spread across the whole class 
of problems they are used for. And even 
though they are generally inefficient, in some 
cases, this is still the cheapest solution. 
The way in which we have been looking at this 
problem at STL is this: We already have within 
lIT programs which given particular logical 
configurations, simulates them, lays them out 
on boards in an optimum manner, does the 
design of the printed circuit, and on the back
board does the wiring as well. And within a 
few years' time it is not difficult to envisage· 
the fact that you could have this sort of thing 
on-line, actually manufacturing your computer. 
We are working in fact from the other end, 
in designing a compiler which will accept com
mands at a fairly high level, sllch -as "rotate 
vector" or "multiply coordinates", so that 
with the systems approach of Mr. Gaines' 
phase-type computer or something which I 
spoke about, given a list of these commands we 
could in fact envisage a computer to do this 
particular thing, sort of coming out at the 
other end. And so development costs would be 
kept at the very lowest minimum. And mean
while, as we go along, in later years we can 
make this formulation of the problem less and 
less specific, as we begin to differentiate bet
ween the different types of problem and the 
best modes of operation for them. 

B. R. GAINES: I do not think I can sum up without answering 
Prof. Shearer's remarks, and questions. 
It has been most useful having a member of the 
IFAC Components Committee along, sitting 
there and interjecting multiprocessor computers 
every now and again, causing a transient which 
gradually dies out, and if we look at the Pro
ceedings afterwards, we are going to see his 
question and about ten remarks later an answer 
to it, and another question coming in. 
On the multiprocessor computer configuration, 
we did not find the answer to the question as to 
what arc the advantages, or whether there wcn~ 
operating systems, which couhl legitimately be 
said to have advantages. I think if onc looks at 
the extent to which special purpose functions 
have been implemcnted in the processor, on the 
early maehincs we really only did havc add, 
complement and a few logical operations. On the 
mo:;t sophisticated machines at present ob
viously thcre is multil,\ication and dccision, but 
both are in floating point form and not beyond 
this. I think the reasons for this, if one really 
wants to state them rigorously, come down to 
some mathematics, and hospitality has bcen so 
good in Hungary I can not get my mind around 
it. But the more one docs with the processor, the 
more messages one needs to the processor to tell 
it what to do. If we take a particular case - the 
present processor, with an accumulator, in fact 
operates on two numerical or logical variables, 
and produces a single result. There are not many 
operations you can do on two variables: ad-
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dition, substraction, multiplication, square root, 
cube root, there is a variety of possible opera
tions, but the ones that one actually wants in 
practice are very few. Now as soon as you go to 
three variables, in instructing the processor you 
now have to tcll it where these variables are, or 
you have got to load them into the processor to 
start with, and just let it go on proceeding, work
ing with those variables. Now, as soon as one 
starts to have to tell the processor where those 
variables are, you immediately increase the length 
of the word instructing the processor to a tre
mendous amount, and we know that getting 
words out of memory, in fact, is what takes the 
most time. This is one of the defects of going to a 
more specialized processor with extra operations. 
And in practice it does seem that the real limit 
gets to be towards floating point arithmetic. 
There are possibilities if having fast scratch-pad 
memories, loading them up with a reasonable 
amount of data, and then doing extensive com
putation on them. For any particular applica
tions and air traffic controllers is always one 
that springs to mind, because very large co m
puter systems (and multiprocessor ones) have been 
used quite extensively in ATC, these are specialist 
applications. I am certain ATC. will have quite 
a large market, but it does not solve the general 
problem. When one is talking about software, 
there is obviously software at several levels. 
One of the things is just having the storage ca
pability for holding all the instructions, know
ing that quite a lot of the very long instructions 
one is not going to be using very often. We are 
now working with completely variable length 
words as far as data are concerned with very 
flexible data formats, and we can equally go to 
very flexible instruction formats. But the returns 
from this do not seem worthwhile at present. 
Yet it certainly is not a black and white case. 
You can not just put six processors in a computer 
and work almost six times faster. If you put six 
processors in, and if you are not very careful, 
you will be working slower, because you have 
got to have more instructions. And one of the 
big defects, of course in a multiprocessor com
puter, where you have got several programs run
ning concurrently, is that the programs have 
certainly got to be performed proceduraily. You 
can not load up your processor with data, and 
assume it is going to be there. Every time another 
program takes up the processor, you have got 
to dump all the data that is in the processor, and 
start again. And yo.ur subroutines are whithin 
core, and must have been changed by particular 
prokrams. It obviollsly is a very complex area, 
and there may well lA: a tendency to use a lot 
more medium sized machines rather than to go 
for very great central facilities. This is an area of 
difficulty. 

As far as the DDA is concerned, obviously this 
is a multiprocessing machine. If one looks at it 
from the point of view of the solution of dif
ferential equations, they satisfy the requirement 
of being very special purpose, and it is ideally 
suited to those particular equations. The other 
points were, what features are we looking for: 
accuracy, speed, reliability and so on. One of the 
important advantages of the analogue computer 

is that analogue, of course, is a word with a 
meaning in its own right, with engineering 
analogues for one thing and another. As far as 
differential equations are concerned, the analogue 
computer is called such, because it forms an 
analogue of differential equations. When we go 
to other problems, what we are really looking 
for, if you want a computer which is easy to 
use, is a computer which is an analogue of the 
operations which we have got in our problem 
set. Now if our problem sct has factors of speed 
coming in, and factors of extreme reliability, 
then these arc obviously going to have to be built 
into our computer. If we actually want to know 
whether a computer is reliable, we have got to 
have checks for it, if we want not only to know 
when it has failed but also to pull in other com
putational facilities to stop it failing effectively, 
then we have obViously got to have multiprocess
ing hardware. What we tend to do, is to think 
of a specific problem, and not to think of all 
these surrounding factors as being part of the 
problem itself. Solving differential equlllions 
is an entirely different problem, for example, if 
it is in real time or we just want a numerical 
solution completely off-line. To conclude, I 
think that all our thanks are due to Dr. Hatvany 
who has obviously been the influence behind this 
whole discussion, and the whole Conference. 
I think it has given an opportunity for a lot of 
material which otherwise might not have come 
into the literature or would have been buried 
in specialized literature, to become available to 
control engineers through the Proceedings, and 
for the discussion of the various problems, also 
to thresh out some points which are somewhat 
clearer now than when we first gathered to
gether. I think the really important point is that 
within various crews working on control pro
blems, given a particular problem, incremental 
techniques do crop up as a possible solution. 
Now whether or not the techniques in themselves 
are going to have a major impact or not, is a 
function of other factors, of education, econo
mics,and the direction of control engineering itself. 
But there is no doubt at all, that this material 
should be made available in some way, other
wise we are always going to be in the position, 
as [ think several of us have been, of rediscover
ing things which have been discovered previ
ously. I think just on that basis the Conference 
and the discussion itself has been very success
ful. 

J. HATVANY: It only remains to me to thank all participants in 
the discussion in particular to thank the authors 
of the papers and most particularly to thank Dr. 
Gaines for his excellent leadership of the dis
cussion. I must, however, say one word in 
response to what he addressed to mc, and that 
is that it is of course we, in Hungary, in parti
cular in our Institute, who are a group working 
on incrementa) techniques and who have been 
very busy for some years rediscovering all that 
other people have done, who should be grateful, 
and are indced very grateful for receiving all the 
extremely valuable advice, hints and views 
which we have received, and hope to receive in 
the coming days in the course of thi~ Symposium. 
Thank you very much. 
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