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SUMMARY

A major step forward in device
technology is being made with the intro-
duction of low-cost integrated circuits
and large-scale integration (LSI), the
implications of which seem to go beyond
those of any previocua improvement in
computer components. Whereas the transition
from vacuum tubes to transistors brought
about a tremendous increase in reliability
and decrease in physical volume, any
increase in physical size was a by-product
of theae rather than a main effect. What
L3I offers is sheer quantity of devices,
at -a low cost and in a small space ~ a0
many devices in fact that the complete
processor of a digital computer, or all the
active elements of an analog computer, may
become a single compeonent.

This paper discusses the impact of
ISI on computer systems and computing
techniques, and suggests that the major
effects will be to make special-purpose
computers for specific problem areas very
much more attractive, and to blur the
distinction between software and hardware
- in the sense that computer-assisted
design and computer program compiling will
merge into a general translastion technigue
- from problem specification to both module
interconnection (hardware} and variable
stored-progran {software).

Present theories of computation have
been developed either for the minimization
of hardware or for the study of programming
langusges, and are not directly applicable
to the hardware/software combination. In
particular the inter-relationships between
the computer structure and the problem
gtructure are very important considerations
to the utility of special-purpose computers,
aince ease of application is a major
requirement in evaluating possible futurs
developments.

It is suggested that the natural
ayetem for dealing with the problem of
matching computing technigques to problem

clasess 18 the theory of mape and their
relationships , and in particular the
theory of functors over categories of

-mape developed in homological algebra,

A brief introduction to the appl-
ication of this theory to computer
systems 18 outlined, which provides a
common treatment of the trade-off between
sequential implementation of a number of
simple operations and parallel implement-
ation of an eguivalent single complex
operation, and the effect this has on
program representation and ease of
programming. In particular it provides an
explicatum for the ease of operation
associated with an snalog computer, and
suggests an extension of the term
'analeg' which preserves this association.

Pinally, it is suggested that a
natural computer for the real-time
problems of navigation and control
systems may be based on an incremental
digital, DDA~like, arithmetic unit,
coupled to a sequential, program-control
unit. The paseudo-anzlog computations of

. the DDA would be used to generate the

complex operations, such as vector
rotation and matrix up~dating requirsd
in these problems, but its structure peed
be far simpler than that of previous
parallel DDAs because its operations
would be varied under program conirol and
used to form mn overall computational
seguence.,

4 feasibility study of a modular,
programmned incremental computer has been
made at STL, and a prototype machine has
been developed called the Phase Computar.
In the latter part of this paper, the
phase computer is described in some detail,
and exampleB are given of a range of basic
computations, such as addition, subtraction
multiplication, division, squaring, square-
rooting, and rectangular/polar co-ordinate .
conversion,
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Introduction
The Impact of Iarge-Scale Integration

Data~processing and control systems
"have come to be largely based on two forms
of computing technique, epitomized on one

hand by the electronic analog computer
with ite high-gain DC amplifisrs and pass-
ive networks, and on the other by the
gensral-purpose, stored-program digital
computer with its simple processor operat-
ing upon binary words and a core-stors to
hold the lengthy proceassor control sequence
or ‘program' involved in any particular
computation.

These computers have both been devel-
oped to a high level of reliability, small
s8ize and low cost, through an evolutionary
process dating back at least twenty ysars.
Bucceaive minor techniecal advances in
materials and components have combined
¥ith increasing sxperience in system
design for ease of operation to continually
improve their overall performance snd ‘
utility. One major technical advance
significantly improved virtually every
performance figure of both types of comp-
uter and greatly extended their ranges of
application ~ this was the step from
thermionie vacuum tubes to solid state
devices.

Now a further major step forward in
device technology is being made with the
introduction of integrated circuits and
large-gcale integration (ISI), and the
implications of this seem to go beyond
that of any previous advance. Whereas the
tranpition from vacuum tubes to transistors
brought about a tremendous increase in
reliability and decrease in physical volums,
any increase in system size was a by-prod-
uct of these rather than s main effect.
What I3I offers is sheer quantity of
devices, at a low cost and in a small
space =~ B0 many devices in fact that the
complete processor of a digitel computer,
or all the active elements of an snalog
computer, may become a single component.

The benefits of L3I in conventional
analog and digital computers are obvious,
but not as great as might be expected. The
analog computer's reliance on passive
components to establish the nature and
accuracy of its computations limits the
direct impact of ISI since these components
are not amenable to micro-ministurization

(except for high-frequency, short-term
computation}. The digital computer's
reliance on an extensive core-stors to
carry both program and dats alsc limits
the direct impact of ISI gince the store
cost 1s by far the major proportion of the
overall computer cost.

There ars regiona of computation
where extensions of the conventional
machine organization will continus to be
effgctive, or become very much more geffeote
ive. For example, at high frequencies in
radio and navigation gystems, the improved
gain~bandwidth characteristics of modern
integrated circuit operational amplifiers
makes active filtering techniques based on
precision thin-film passive networks very
attractive. Similarly in large facility-
type computer systems which must be
Tlexible enough to perform virtually any
oomputation, the best utilization of LSI
may be to replace core memory with very
fast, but volatile, integrated arrays,
which can be replenished regularly from
disc back-up stores.

Beyond Boftware and Hardware

These particular examples apart, the
real impact of ISl may be summed up
colloguially as a swing from ‘software-
based' computation towards 'hardware-based’®
computation. The present emphasis on
programming & computation rather than
fabricating a computer stems from two
causes - one being the early dsvelopment
of digital computers when the vacuum tube
processor was massive, unrelisble and
produced vast quantities of heat, so that
it made good sense to minimize the
processor hardware, and utilize s progrenm
stored on drum or in core to achieve A
computational power — the other being tha
initial prime need for general-purpose
computing facilities shared by large,
inhomogeneous peopulations of users. so that
extreme flexibility wes the major abiective.
Now that integrateg circuits are available
to make the processor small, cheap and
reliable, and there is an increasing
demand for special-purpose computers
dedicated to particular functions in
specific equipment, these considerations
are no longer universally rpplicabls.

A computation represented by a
tprogram' or bit-patiern in a core-store
may be expressed Jjust as effectively as
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the interconnection pattern of a set of
circult modules. Once such a configuration
ia established the resultant computer is
‘special~purpose' in the same way that a
particular program for a conventional,
stored-program machine is 'special-purpose,
but the step from & problem specification
to an interconnection pattern may dbe as
'general-purpose' as required, i.e. an
extensive range of different computations
may be established. :

It i8¢ important to note that special-
purpose, hari-wired machines need not lack
'flexibility', in the sense of being able
to perform a variety of computations and
awitch between them aB required. It is.
only necessary that all the computations
be included in the problem specification.
Since the required computation must be
selected in some way, it might be expected
that a specification involving extreme
flexibility would best be met by a convent=
ional organization involving selection
through a program in core-stors !

The wiring of modules to form spscial-
purpose computers enables full advantage
to bs taken of ths hardwars offered by L3I,
and is particularly attractive in resle
time computation where the special-purpose
machine will generally be faster, cheaper
and smaller than a stored-program, general-
purpose machine. Typical problem areas
where such machines are of imwediate
interest are automatic control, aircraft
and marine navigation systems, product
quality monitoring and air-traffic control.
In these areas one may expect the
conventional instrument and associated
special-purpose computer to merge, probably
8o completely that any separation between
them will be conceptual rather than real.-
Data-processing techniques will become
part of established system technology, and
the 'computer' will only rank as a
separate unit in the sense than an IF-strip
is a unit at present.

Since the design aide for any future
system engineering may be axpected to
contain the equivalent of 'high-level’
languagea for problem specification, and
the appropriate 'compilers' for turning
a problem statement into the implementatlon
of a solution, the 'programming' of a
special-purpose machine will not necessarily
appear dirferent from that of a general-
purpose miachine today. 'Programming'! in
itself only implies a clear, unambiguous
problem statement, not a sequential
implementation, snd seems a sultable word
to0 apply to both special-purpose and
general-purpose machines. The distinction
between 'Thardware'! and 'software' implemente
ations will decrease in importance, however,
since it will be optimization procedures
within the compiler which determines the
combination of module-interconnection and
stored-program to be used in realizing
a particular computation.

The Place of Incremental>computing

In these real-time, special-purpose
computers, the standard digital computer
processor with an arithmetic unit capable
of implementing a few simple operations
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such as data~transfers, COMPLEMENT, ADD,
SHIF?, AND, etc., will not necesaarily be
optimal. To minimize the length of
brogram sequence reguired and to simplify
the problem of implementing a program on
the machine, it i1s best if the elementary
procesaor operations correspond to the
natural operations in the problem state~-
ment. In numericel data-processing,
addition, subtraction, multiplication

and division are generally reguired,

but these are insufficient baasic operat-
ions in navigational systems where
trignometric operations such as vectore
rotation are of equal importance, or in
adaptive controllers and filters where
matrix manipulations are also required.

Since these real-time problems ars
generally generated by dynamical systems
specified by differential or difference
equations, it would not be surprising if
the 'natural' operations wers best
generated by computationsl techniques for
golving such squations. The computation of
trignometric and hyperbolic functions, and
the solution of matrix up-~dating equations
is indeed very simple on the electronic
analog computers and on incremental
digital computers such as the DDA. As
previoualy discussed, the conventional
analog computer has little to gain from
ISI, but the 'counting’ technigues
adopted in the DDA are ideal for realizate
ion by arrays of standard digital gates,
and multiple DDA integrators will be
readily accomodated in a2 single package.

The ‘conventional' parallel DDA in
itself, however, is capable only of the
complste, single-configuration solution

. to a particular prohlem; the sequential

decoding of the general-purpose digital
computer's 'progrem' is completely
lacking. A DDA set up for a given problem
may be regarded as a special-purpose
procesgor without any sequential programm—
ing cepability, and, on the grounds of
coding theory, one would expect it to be
wasteful of hardware and inflexible in
operation. This has been acceptable in

the past because DDAs have been used for
the high-speed, continuous solution of
differential equations, not for the
sampled-data, discrete operations of
non~differential, nunerical data process-
ing.

The DDA and the convaentional digital
computer may be seen as opposite extremes
in the approach to problem solution -~ the
one adopting an entirely parallel decoding
of the problem statement into a aingle
operation, and the other a highly segquentw
ial decoding into a multitude of minor
operations, The optimum approach would be
expected to be pomewhere between these two,
with an operation set selected according

to the distribution of common operations in
the problem clasa to be solved, and sequent-
ial statement of particular problems in
terma of these operations.

Thus, a very attractive real-time
data-processing system might be based on
the use of the incremental, pseudo-analog
computations of the DDA fo gensrate a
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family of compuiing operations natural to
navigational and adaptive control problems,
together with the segquencing control oper=-
ations of the digital computer micro-
program to combine the DDA operations in

a8 branching structure which generates the
problem solution. In this mode the DDA
would be used to solve final-value
problems, rather than to give a continuous
output, and externally it would appear as
a normal arithmetic unit with operations
such as ROTATE the vector in registers

X and Y through the angle 6, together with
more usual coperations such as, ADD, SQUARE,
THRANSFER, MULTIPLY, DIVIDE, and so on.

A feasibility study of a modular,
programmed incremental computer has been
made at STL and a prototype machinse has
been developed called the Phase Computer
{1]; this study is reported in the latter
part of this paper. Although this machine
is complete in itself, however, as are the
'analog computer' and the 'digital computier
and has important applications as a self~
contained unit, it 1s presented here

. primarily as an example of the possibilit-
ies for new forms of computing system with
the increasing availability of low-cost
integrated cireuits and L3I.

Problems of Future Computer Engineering

The combination of incremental digital
computing with sequential control used in
the phase computer is only one of many
possible examples of computing configurat-
ions. Further exaumples of configurations
at this level of simplicity are:- the
combination of analog and digital computers
in a 'hybrid' system [2]; the combination
of analog integrators and digital stores
and sequencers in Schmid's SADC [3];
combination of parallel binary processing,
digital/snalog multiplication and analog
addition in the Ambilog 200 {4]; the
combination of analog filters under analog
control in model-reference adaptive contr-
ollers [5]; the combination of analog
filters under digital control in adaptive
line equalization {6]; the use of trana-
fluxor-driven resistive networks for
matrix inversion in conjunction with a
digital computer [7] ~ the list could
be greatly extended and is growing at an
increasing rate.

The number of machines using mixed
computing techniques at present, however,
is neglible compared with the number of
fcohventional, stored-program, digital
‘computers, processing parallel binary
words with standard logic configurations.
The extension of the processors ¢f these
machines by the addition of multiple
hardware accumulators, index-registers,
priority~interupt systems, asutonomous data
transfer units, hordware multiply/divide
and variable-length arithmetlc units, and
high~level language features such as
hardware DO-loops, does not essentially
aiffer from the extension by adding analog
processing capabilities, for example. The
function of an index register i3 to make
it simpler and faster the process data-
arrays = the function c¢f an analog section
may be to speed and simplify matrix ilnvers-
ton or vector rotation; in all cases the
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function of the extension is to increass
speed, decrease overall cost, or simplify
the programming of a particular problem
for the computsr.

Thus, the structural and functional
design of future computing systems will
raise problems which, at present, are far
more the province of the computer linguist
than the electronic engineer. The
judicious implementation of closed sub-
routines which may be called as complete
entities in a variety of programs has ifs
parallel in the synthesis of modules with
a particular function to be built into a
varisty of systems. The aynthesis of
problem~oriented languages and assoclated
compilers has ite parallel in the develop=
ment of families of modules peculiarly
suited to navigation or control problems,
and the associated design aids for
interconnection specification.

In 86 far as problem areas may be
distinguished, thers appear to be four
of "aspecial importonce:-

{i1) Computing techniques = the inter-
relationships between varicus forms of
data-representation and betwsen the means
for implementing computations in these
various repregsentations. .

{11} Purtitioning - the modular elements
which can become single ISI circuite and

are compatible one with another.

{111) Sequential/parallel - the
relationship hetween the performance of
a computation as a single opsration or
a8 a branching seguence of simpler
operations, and the hardware/time trade-
offs involved.

(iv) tase of Implementation- the
relationship between the problem specific=
ation and the hardware/software of the
computer system.

These main areas alone encompass
information-processing system function,
organization, implementation and utilizat-
ion, and no distinct separation is possible
between them. Although a comprehensive
treatment of these problems cannot be
given at present, it is poszaible to
establish a theoretical framework for .
their study, and analyse present compute
ing systems within it. The following
section outlines a general theory of
computation based on the concept of
functors between categories of mappings,
and illustrates this with comparative
examples from various forms of computer.

- Theory of Computation
Maps Between Qperators

Although automata theory provides the
necessary terminology and mathematical
objects for the analysis and synthesis of
sequential circuits to perform defined
functions, the main emphasis of its
present development is ¢on minimizing the
hardware (in some sense) required for the
computer to perform a particular computat-
ion, rather than matching the computer to
a class of computations and maximizing the
eags of programming. The natural system
for dealing with these problems is the
theory of maps and their relationships
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[8,9]), and in particular the theory of
functors over categories of maps developed
in homological algebra [10,11,12,13].

The fundamental problem of computat-—
ion may be stated in abstract -~ given a
map, f, frow a domain, D, to a range, R,
{the computation), to establish mappings, i,
from I {a sub-set of computer input
configurations) onto D, and o from 6 {a
sub-get of computer output configurations)
onto R, such that there exists a map p
belonging to P {the set of computer
operations or programs) which miakes the
diagram -

C —r 5

8
Vo
—3E 5 R
fully commutative, That
is, to any object,b,in D thers gorresponds

one in I and GI'lpo = &Ff , the
computer gives the correct result.

. Since D could be the set of state/
input pairs of a finlte automaton and R
the set of next-statefoutput pairs, this
definition includes computer simulation of
any finite automaton. Equally D = R might
be the state-space of a dynamical system
and £ an infinitesimal time~displacement,
in which case p might be the ocorrespending
analog computer up~dating of the state-
variables represented by voliage levels.

The requirement for commutativity in
the above diagram indicates that a comput-
ers function is to simulate ancther syatem
exactly in its input/output behaviour -
that is, in Wiener's terminology, to be
cybernetically equivalent to the system.
In general, the computer is required to
simulate not just one aystem but any
member of a large class of systems, and
the transformation, f, may be taken ag
one member of a category of maps, F. The
task of programming the computer is then
to find 8 map from the category of programs,
P, onto that of systems, F - T: F > P,
together with suitable input and output
codings, such that diagrams of the type
above are commutative. By regarding the
input/output codinge as maps in T between
the identies for I, 6, D and R, this can
be subsumed into a single map, T, which in
the present context is, trivially, a
functor from programs to systems.

1
Ly
D

The structure developed so far ig
concerned only with the overall transform-
ations implemented by the system and the
computer, not with the possible structures
of these tranformations - it has been
agsumed that there is no overlap between
the domains of any maps and the ranges of
others (except for identities), and hence
products of maps are undefined - if p, p'
belong to P, then pp' = ¢. The crucial
feature of computing to be examined,
however, is the manner in which complex
transformations are built up as (branching)
sequences of simple operations, and the
ptructure must be extended to include this.

Consider the computser as a device

. then f =
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which can implement any one of a set of
operations, 3, from and to computer
configurations or states. Each operation
may be regarded as a set of maps from
sub~sets of computer configurations, and
the category of all these maps will be
denoted by o. Consider the free pemigroup
generated by concatenation of maps
belonging to ¢, I - this is the totality
of all sequences of opsrations executable
by the computer.

Any member of L may obviously be
regarded as a program for ths computer,
but the definition of & program must be
wider than this to take in the possibility
of branching., A program is defined to be
s sub-ast of E, p, such that if «, a',
contained in I, belong to p, and -

ai“ = o«
then a'ia = @ ’

that is, the domains of any maps in p are
disjoint - under these conditions p is
itself a map. If p conaists of only one
member of I then it is a non-branching
program. .

Analog and Non-Analog Operations

The map T: P -» F from programs to
systems may now be regarded as a map from
sone sub-set of I onto F, However consider
the non-branching program p = st (s,
belonging to ¢), such that -

T = £ ,
atT,
but it possible that -

£ # (s7)(1T),

because these two terms are undefined.
That is, there may be no operations within
the system which are equivalent to those
within the computer - examples are
obvious, data-fetchea, summation of power
geries to form cosins of an angle, and &0
Ono

If T is 8 functor not just from some
sub-get of I but from the generating
category of I, o, then it is reasonable
to call the computer an 'analog computer!'
for the systems F, In this case, {o every
computer operation 8 belonging to S, there
corresponds a system transformation, g,

such that - g = 8T 5

that is the computsr operation, s, and
the system tranagormation. &, are analog=-
ous. :

The electronic analog computer is an
'analog computer' in this sense for linear
dynamical systems representird in state-
form - i AY

I8 ’

the scalar products of the row vectors of
A with the colwm vector ¥ each being
represented by a summing integrator.
Similarly, a digital computer with the
{three address) overations ADD, TWOS-
COMPLEMENT, MULTIPLY, is an 'analog
computer for the operaticns assoclated
with a certain finite number field, but
one with the operations, ADD, TWOS-COMF.,
SHIFT, is not, although it is capabls of
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executing the sams programs.

The importance of the 'analog' relat-
ionship is in 1its effect upon ease of
programming. To program a computer to
simulate a system, the exact nature of
the system must be communicated tc the
computer is some coded form. If an erbitr-
ary code is used and therse are a large
number of possible systems, then the
task of the programmer in encoding the
problem and the task of the computer -
system into decoding this into computer
operations are both very difficult. If
the systems t6 be simulated have some
natural structure so that all system
operations may be represented as a sub-set
of the free semi-group generated by some
basic system operations, then the task of
the programmer is simplified by basing the
code on the concatenation of symbols for
thess operations -~ +that is, giving the
programmer a problem-oriented language.
8imilarly, the task of the computer
system (its compiler) is simplified if
the code is a direct specification of the
computer operations - that is, 'machine-
code?. If the computer is an 'analog
computer' for the systems then thess two
forms of coding coincide. )

One important property of the analog
representation is its implication for
intermediate results in a computation. The
system operation f may be satisfactorily
repregented by the computer program p. It
may happen that f factorizes into two, or
more, system operations =

f = gh ,

and p may probably also factorize, but
there may be no factorization of p such
that -

P = IS,
wherea g = r?
and h = 87 , unless the

gomputation is ‘analog’. Thus, intermed-
iate results in the system may be
unobtainable from the computer. This
1llustrates one of the fundamental probl-
ems in replacing an electronic analog
computer facility with a digital one. Even
though an optimization routine, for example,
may be stated in an initial/final value
form, the intermediate values may be
important in discovering its unforseen
defects.

Hardware Implications

There is in general no unique
factorization of a set of system operations
into a free semigroup generated by basic
system operations. The selection of a
particular set of basic operations on which
to base an 'analog' computer will depend
on a number of factors. The cost of the
hardware necessary to implement the
corresponding computer operations and
sequence them appropriately is one. The
time taken to perform the operations,
whether the overall mean time or maximum
time, is another. In small special-purpose
machines the sequencing system may be the
moat expensive item, and minimization of
the length of program 18 a sultable design
criterion for factorizing the systen
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operations.

S0 far the sequencing of computer
operations has been treated in a somewhat
artificial manner by defining a program
as a sub-set of L consisting of maps
disjoint domains. Thus, if the set of
basic computer operations is S:(p,q,r,s,t),
then a program might consist of four
possible sequences -

patiq, peqtq, psqrq, psqri
~ these maps have different domains
and one possible form of sequencing is
to tesat the initial computer configuration
to determine in which domain it lies and
then implement the corresponding segquence,
Alternatively the seguences might be
written as a continually branching struct-
ure -
t -t -
7 t>a

p - g
-, Z.Z,

in whieh there is a choice point after
virtually every operation.

The sequencing of operations in a
branching program can thus be represented
as implementation of an operation plus a
test to determine the next operation. A
test is itself a map from the range of
a map representing computer operations to
the aat of operations itself, and hence
conatitutes a feedback loop. The basic
computer structure may be represented =

Data | I operators Pe; Gutput

SelectA Y

Test

Séquencers

Illustration by Digital Computer/DDA
Comparigon
Consider the solution of a typical
lingar differential equation on the
stored~program digital computer, for
example -
X + 2 + x = 0

with boundary conditions x(o) = a ,
x{o) = b , Define a second state-variable

”

- A = X
80 that the equation becomes -

i = ¥ X(O)

y = ylo)

a .
b,

]

]

=YX,

These may be solved reasonably
accurately by simple rectangular integrat-
ion provided time is quantized sufficiently
finely, t = nh, where h is small, gilving
the equations -

x{n+l) = x{n) + hy(n)
yin+l) = y(n} - hy{n) - hx(n},

On a large machine with floating-point
arithmetic a simple sequence could be
written immediately for these sguations,
On a gmall nachine two sources of diffice
ulty would be apparent - a multiplication
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by h is required, and h is very small so
that at least double-length precision is
regulired in the additions.

The multiplication by h can be
simplified by making h a negative power

of 2 - n = 278 say,

80 that the multiplication may be implem—
ented by an arithmetic right shift of N
places. This has interesgting implications
for the multiple length addition, for if
the shift is such as to move the number
through one full word then the addition
operation only affects the lower half of
the double~length result, apart from a
possible overflow (or underflow -~ the
posaibility of negative pumbers causes
some minor complications which have an
effect on the coding of numbers in
gi{ierent DDA registers)into the upper
alf.

Thus the computation may be reduced
to addition or subtraction of the upper
registers holding x and y, to or from the
lower registers, detecting and storing
overflows, and using these to update the

~upper registers. This is a sequential
computation which bears little resemblanoe
to the original dynamical equation, and
the computer operations are not analogs of
the system operationa. When & large number
of state~variables are involved the
computation is very time-consuming, even
though the tricks of wultiplication by
shift and split double-length working
have already speeded it up considerabdbly.

There are itwo basic techniques for
speeding up the computation., The first
utilizes the fact that adding in to the
lower part of the double-length words,
detecting any overflow and setting the
overflow increment to the upper word can
be made 2 single operation. This is the
basis of the early drum DDAs, to update
each integrator by a single operation
{although they generally create errors by
adding the overflows straight into the
upper words in arbitrary sequence so that
some results are up-dnted when they are
added in, others are not). The second
technique is to duplicate the hardware
required for this operation and update
all the integrators together - this is
the basis of the parallel Dbas [14,15,16].

The first technique corresponds to
taking some sub-set of L obeying the
axioms of n ‘'program' and setting up a
basic computer operation equivalent to
the transformation realized by this.progr-
am. The second technique is more interest-
ing as it demands that parts of the
computation be performed in parallel and
hence have no sequential interdependence.
This requires that the map corresponding
to the program may be expressed as a
Cartesian preduct of maps, which 1s
reasonable in the case of analog simulat-
ion in the DDA, but may be difficult to

deternming in other, more general, caseal[l7].

Conclusions from the Theory

It has been possible in the previous
section to give only a superficial outline
of a potentially rigorous approach to
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the design of complex computer systenms,

It does, however, provide a common treat-
ment of the trade-off betwsen sequential
implementation of a number of simple )
operations and parallel implementation of
a single complex operation, and the effect
that this has on program representation
and ease of programming. In particular it
provides an explicatum for tle ease of
operation associated with the analog
computer, and suggesis an extension of the
term 'analog' which preserves this assoc-
iation,

The most important conclusion to be
drawn from the theoretical treatment is
that intuitive considerations of what
makes for ease of design and problem-
solving in data~processing and control
sygtems do have s firm foundation, and
that the syatem 'costs' in terms of gpeed,
price, flexikility and ease of use may be
treated in a common framework. Such a
treatwent is essential if the hardware/
software 'compilers' [18] of tommorrow's
computing systems are to become a reality.

This concludes the general and
theoretical sections of this paper. In
the final asction, the FPhase Computer is
described in some detail. It exemplifies
both the modular, ISI-dependent, programm-
ing~through-interconnection approach
dicupsed in the first section, and prov~
ides an interesting cowmputing atructure
for analysis using the techniques outlined
in the second section ~ at the incremen-
tal, or DDA, level the computations may be
seen as the repetition of long sequences
of simple operations to build up more
complex computations, whilet at the
'sequencer', or overall function, level
the computations may be seen ag providing
a variety of complex operations directly
avallable.

The Phase Computer

Introduction

The particular problem which first
stimulated the development of the phase
oomputer was the realization of the least=
sguarea smoothing and prediction equations
for automatically tracking radar targets
[19,20]. Previously these had been imple-
mented on a general-purpose digital
computer, but it was desired to use them
in circumstances where no conventional
gomputer was available, or economiecally
feasible, and the simplest and cheapest,
special~purpose equation solver was
reguired.

The tracking eguations involve addit-
ion, subtraction, multiplication, division,
squaring, sguars-rooting, sine/cosine
generation and inverse sine/cosine resolut-
ion, s0 that they encompasgss a very wide
range of arithuetic operations. They may
be reagarded as Kalman-Bucy equations for
optimum system identification [21], and
hence any system for thelr solution has
immediate relevance to adaptive control
problems. The data-rate in both surveill-
ance radars and control systems 1s fairly
low {(typically between O+l and 100
samples/second} and incremental computing
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techniques offered the possibility of
solving the equations wlth very simpls
hardware. Since the data was already in
sampled-form, it was aitractive to decrease
the cost 8311l further and add to the
flexibility of the compulsr by executing
the computations as a seguence of simpler
operations.

Apart from ite sequential, programmed
operation, the phase computer has one
other feature not found in previous para-
1lel DDAs, and that 19 the use of unidir-
ectional counters throughout the computer
rather than the bi-directional, up/down
counters of the DDA. This feature, which
not only dacreases the cost but also
greatly simplifies the operation, is made
possible by use of the '‘phase counting'
principle in which stored gquantities are
represented as the difference in the
counts contained in two counters. Incremen-
ting both counters does not change the
stored value - incrementing one and not
the other either increases or decreases
the stored value, according to which
counter is taken positively {the Store)
and which negatively (the Reference). The
uge of this technique is not uneconomic
in hardware, because one counter generally
acts as Reference to a numbsr of others.

A block-diagram of the phase computer

Varieties of Computer

is shown in Figurs One below. It has a
conventional four-part structure, consist-
ing of arithmetic unit, program sequencer,
auxiliery storage, and input/output
channels, but the arithmatic wnit is
incremental digital, the sequencing
section is very extensive and may opsrate
gsveral concurrent programs, and the
auxiliary storage in the laboratory
prototype machine is realized entirely
through a patch-board.

In terms of the abstract structural
analysis of the preceeding main asction:
the counters and medulators are devices
for implementing arithmetical operationsa,
the input-control units in the upper
sectlion are devices for selecting these
operations; the sequencers are devices
for implementing a sequence of operationsj
the input-control units in the lower
section are devices for selecting this
sequence; and the differentiators are
devices for detecting conditions on which
to branch the program sequence.

A detailed description- of these
alements and their functions 1s given in
the following sub-sections, followed by
& description of their use in simple
processors for various computations,
together with some examples of input/
output devices for analog and numeric date.

>

> €1 DATA

input-output

Counters

Input-contro/
units

Modulators
[-E > ' > ‘

. S E— N gy S

Ditferentictors

Arithmetic unit

BCO counters,
indicators,
keyboard, elc.

A 4

Punched cords

Patch-board , Core-store,

Auxiliary memory |-

b
1 A
e | | = | l <
= —<-  CONTROL
Seguencers ’ « input-output
Input-controf
units Analog switches,
compuorators, etc.
Program sequencer >

Figure One -

Fhase Computer Schematic
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Counters and Mcdulators

The active storage registers of the
phase computer are unidirectional, synchr-
onous, binary counters which, at a clock
pulse, increment by unity if their INPUT
line is ON, and reset to zero if their
RESET line is ON. Although the overall
countera coperate synchronously, they may be
internally asynchronous, as shown in Figure
Three (reset omitted from logic diagram).

One peculiarity of the countera is
that they have 2N + 1 states, achieved
using N+l flip-flops, so that the fractional
binary number stored in the counter may
take the full range of values from zero
though unity, but the zero state and maxim-
um state are identical in the counting
cycle which has only 2% stages. This enables
counters used as storage registers to take
a complete range of values, but does not
lead to an additional state causing diffic-
ulty in some computations,

reset

Mréﬁ'”j M
M Modulator M : M;

A -

Modulator

A 9% Counter

Figure Three ~

Counter, CUontrol and State-detection

If the proportion of ON logic levels;
on the INPUT line of the counter is
congldered as the input variable, then
the counter may be regarded as a discrete
version of an analog integrator, in that
its stored count will be proportional to
the input times the period of integration.
The counter alone, however, lacks an out-
put in the form of its input - the integr-
al is available as a binary number rather
than an incremental sequence.

An incremental sequence in which the
proportion of ON logic levels is equal to
the fractional binary number stored in a
counter is obtained, as shown in Figure
Three, from a modulator element which
adds {through full-adders) the number in
the counter to that in a register (D-type
flip-flops) and outputs the overflows.
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In order ta maintain accuracy when the
count in the counter is changing, the
quantity added into the register is the
mean of the present count and the coming
next count (closed trapezoidal integration).
The modulator has input lines for controll-
ing additions to the register and for
resetting it.

Sequencing Computations

By connecting the outputs of modulat-
org to the inputs of counters, pseudo-
analog computing loops may be set up in
the arithmetic unit of the phase computer
and used to generate operations which are
difficult to realize with parallel digital
arithmetic. In general, however, thes loops
used will be far simpler than those of
conventional DDAs, the majority of counters
generating ramps rather than nonlinear

- functions, and the basic computational
operations realized in this way, such ag
multiplication, division, addition and
subtraction, are combined in programmed
sequences to yield more complex overall
hehaviour.

The essence of programming in all
computers is the control of the inter-
connections between proceasor elements by
logic levels on CONTROL lines. The input~
control unit, shown in Figure Two, 18 a
gate enabling proceasor comnections to be
controlled - it implements the function:

A= Al1]a[1r]+af2]a[2r J«a[3]Al3" ]+a[4]Al4 ],

and may be regarded as a digitel selector
- switch in which the INPUT 1ine A{3] is
switched through to the output if the
CONTROL 1line A[3*'] is ON alone. In some
applications two, or more, CONTROL lines
may be required for sach input.

Input-control units placed at the
inputs of phase computer counters enabls
them to be interconnected with modulators
in several alternative patterns, any.one
of which may be selected by activating the
appropriate CONTROL lines. A sequencer
unit, shown in Figure Four, ig used to
activate the CONTRCL lines corresponding
to different interconnection patterns in
a programmed sequence. It is made up of
a small register, to each of whose states
there corresponds an QUPUT line which ia
ON when the register is in that state.
These OUTPUT lines are connected to the
counter CONTROL lines so that different
gtates of the reglster give rise to
different computing configurations.

An adder and gating enables the state
of the sequencer to be reset to zero or
incremented by any amount (genarally unit
for normal operation and two for a branch
- reset taking precedence over incrementing.
All the OUTPUTS of the sequencer are turned
OFF for the single clock pulse at which it
is incremented or reset. A second set of
QUPUTS is also made available for control
of input-control units to sequencers and
these are not turned OFF as the sequencer
changes. None of the sequencer outputs is
ON unless its ENABLE input is ON.

The signals causing the mequencers to
change their gtates, corremponding to steps
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and branches in the program, are obtained
from digital 'differentiators' which give
an ouput for the clock pulse following
that in which the counter enters a

gertain state - in particular, the zero
(Ao}, and mid-range state (4i,). The
cutpute of tha differantiato}s are used

to change the states of sequencers when
certain counters accumuiate pre-determined
counta during a computation.

The use of these various elsments
and their interconnection to perform
computations is best made clear by
example, and the following section desor-
ibes phese computer configurations for a
wide variety of basic arithmetic operat-
ions,

Unsigned Arithmetic Operations

A small phase computer processor
might consist of three counters, A, B, 0,
one or two modulators, L, M, & 3-way
sequencer, W, and associated input-control
units and differentiators. The sequencer
would be used to switch the inputs to
counters eilther ON or OFF, or to the
outputs of modulators, and the connasctions
asgociated with each state of the sequen=-
cer can be ppecified by the signals at
the counter inputs, The outputs from the
differentiator will be used to change the
state of the sequencer or reset counters,
and this program control can be specified
by the chenges that may occur, and their
causes, in each state of the sequencer,

Thua any particular computation may
be specified completely by a table of the
following formi-~ -

Sequencer -~ State - wo
Reset =
Advance-

~ A input-
B input~
¢ input-
O reset- P 4 0

Counterse

o CcC oW
[« I - IS
o
H - H OS>
(3]

This table correaponds to data-tranafer,
or reproduction of the quantity stored in
counter B in counter C, agsuming that
counter 4 initially is at zero and that
the eomputation i3 initlated by a pulse,
P, In the zeroth stats of the sequencer,
W., all counter inputs oare OFF - this is
tge pasgive state. The pulss P resets
counter C to zero and sdvances the sequenw
cer to its first state W, in which the
inputs to counters A are both ON (written
as '1'). When counter B overcounts to
zero, the differentiator ocutput B causes
the sequencer to advance to state W, in
which the input to counter € is alag'ON.
Finally the sequencer returns to the
pasgive state W_ when counter A overcounts
back to its inifial state of zero.

The overall effect on the counters in
this computation can be deterwined from
the quantities transferrad in during each
state of the sequencer. If the fractional
binary number initially in counter B is B,
then the guantity transferred in to bring
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the count in B to zero is 1-f. Thus when
the sequencer advances to W,, A contains
0 + (1-8) = 1-B , B containB p + 1-p = 1

= 0 (complete cycle), and C 3till contains
zero. During the sequencer state W, the
quantity required to return counteg A,
containg 1-f, to zero is f. Hence finally
A contains {(1-8) + f = 0, B contains

‘"0 +B =P8, and C contains 0 + B = B.

This computation illustrates the
phase counter principle, for if the guant-
ity stored in B is taken to be the differ-
ence in counts between counter A and
counter B then this is invariant provided

the inputs to the two counters always

receive the same signal

it

will be

noted from the table that this is so.
9ince counter A starts and finishes in

zero,

it has no initial or final effect on

the stored quantity which may be taken as
the fractional binary number in B.

The table may be abbreviated -
LE1

W,
W{+1)
A

B

Q

cl‘

¥o

H O o O W O

0

A
B
1
1
0

o]

W

o

O K HF K O &
[\S]

Data Transfer - B = B, C

If the initial resetting of C is
omitted then this Lecomes addition of the
quantity in B to that in C -

wo wl H2

W 4] A A

r 0 (§]
W(+1) P BO 0

A 0 1 1

B 0 1 1

¢ 0 Q 1

Addition - B -~ B, B+C = C

Subtraction is a simple variant on
this in which C counts during wl rather

than Wz -
Yo W, ¥,
L 0 A, Ay
W(+l) P B, 0
A 0 1 1
B 0 1 1
c 0 1 0

Subtraction - B = B, C-B = C

If C initially contains y, since the counf
added whilst the sequencer is in w¥ is 1-8,

the final total in counter C is y

= v-B.

(1-8)

For multiplication, B is connected to
the modulator, M, and its input is OFF
throughout the computation so that its state

" does not change. The ouput of M, M
saquence of logic levels in which

, 18 a
@he prop-

ortion of ON levels is equal to f, the
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fractional binary number in B. This is
connected to the input of C between C
entering zero and A returning to zero,
a period proportional to the quantity in

Ce Y = 80 that the final quantity in @
is yB:-

Yo W, W,

Hr 0 Ao Ao

W(+1) P ¢, 0]

A 0 1 1

B 0 (o 0

c ] 1 MB

M 0 0 1

M, P 0 0
Multiplication = B—=> B, C x B = C

Division is realized in a similar
fashion, except that the connections to
A and C are reversed, so that during the
gequencer state,wz, the quantity y has
to be supplied to“A from the source MB,
and hence the quantity transferred to C
during this period is y/P:- ’

WO Wl Wz
Wr 4] Ao AO
W(+1) P C0 0
A 4] 1 MB
B 0 0 v
¢ ] 1 1
M 0 0 1
M P 0 o

Division - B-—»> B, (/B —=» C

Squaring the quantity in B offers
the first example of a modulator being
used to generate a nonlinear function
through connection to a changing counter.
The output from the modulator M during
W., whilat B counts from its initial
v&lue up to zero would be -
1

(1-p?)r2

if the modulator and counter inputs were
ON together. By connecting the counter
input to a source whose proportion of ON
logic levels is 1/2 (a toggling flip-flop),
the number of clock intervals for B to
return to zero is doubled, and &0 i8 the
above integral. This quantity is counted
:nto A, so that at the end of W, A contains

f udu =

1-82, and the remainder to be c%unted iny

during W, is 82, which aleo enters B:-

Wg Wy W,
W, 0 A A
Wiel) P ¢, O
A 0 My 1
B 0 1/2 1
M 0 1 0
M 1o 0

Squaring - B™—=> B

Taking the square-root of the quant-
ity in B is performed in a similar fashien
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except that inputs to counters and modulatw-
or are interchanged between sequencer stat-
es W, and W,. The net effect is that the
quan%ity trgnsferred to A to bring it back
to zero during W, is both equal to B, the
initlal quantity®in B, and to_the saquare

of the final quantity in B, A2 say - hence

A o= YBie
W LI W,
r © Ay Ao
w(+l) b4 B, e
A 0 i My
B 0 1 1/2
M 0 0 1
M, P 0 0
Sguare-root - Bl/z-éb B

Rectangular/polar co-ordinate conver=—

sion requires an additional modulator, I,
coupled to counter A. The vector (x,ys in
Cartesian co-ordinates, whose components
are stored in counters B and C respectively
is to be converted to (r,8), polar co-ord-
inates stored in the same locations. First,
during ¥W,, l-y is transferred to A, and
then cou%tera A and B are cross-coupled
with the modulator output at the input
of A, and the inverted modulator ocutput

at the input of B. This may be repressn-
t8d by the differentisl equations -

dx/dt = ¥
a{l-y}/dt = X
go that ¥ + x = 0 '

¢corresponding to rotation of the vector
%,¥Y). This ceases when A returns to O, in
which event the y-component has becoms
zaro and the x-component in B is equal to

r = (x2 + y2)1f2_ The quantity accumuleted
in counter C during W, is proportional to
the angle of rotation®, 9, in units such
that one right-angle corresponds to unity
in the counter, and the conversion from
radiang iy accomplished by counting from a
gource in which the proportion of ON logio
levels is 2/n (obtained from a modulator
with constant, hard-wired input):-

W WV,

W, 0 A, Ay
Ww{+l) P c, )
i 0 1 My

B 0 0 Iy

¢ 0 1 2/n
L 0 0 1
M ) 0 1

Rectangular/Polar Co-ordinate Conversion
(82 + 025 B . tanl(8/c) —> ¢
Signed Arithmetic Operations

The preceeding sub-section has dealt
with arithmetic operations on positive
quantities only. Signed numbers are repres-
ented in the counters in twos-complemsent
form with the sign bit reveraed sc that
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zero quantity is represented by the mid-
range value in the counter, The aign bit
i1s not connected to the adder in the
modulators, but is used to gate the

normal and inverted ocutputs of the module
ators to give an additional output prop-
ortional to the magnitude of the twos-
complement binary fraction in the counter;-
for counter B connected to modulator M
this output 1s designated Mg.

Computations with signed quantities
are generally a little more complicated
than with unsigned since branchiog is
gensrally necessary to take the signe into
account. Theae may be accomplished, in the
basic computations considered so far, by
means of a S5-way sequencer using both
ADVANCE +1 and ADVANCE +2 inputs.

For sxample, multiplication is done
byb§ configuration corresponding to the
tablei=

W

=
=

I SRS T
Wr 0 0 0 A, Ay
w{+l) ¥ 00 p Co o
W(+2) ¢ Al Al 0 0
A 0 1 1 1 1
B © o o o o
o 6 1 1 1 1
D 0 BE M.B ME. BB
Dr b4 0 0 0 o

Signed Multiplication ~ B x C—> D

If the guantity in C iz positive then
GO comea on before Al and the seguence

‘is VO wl W2 W4 WO , Whereas if it is

negative Al comes on first and the sequen-

ce 1e WO Wl W3 W4 + 80 that the branching
0y (Wy) =7ay

atructure is -

4
The computation may be checked out by
considering each of the four possible sign
combinations in turn « for example, 1t
the quantity in B, B, i3 negative, and so
is that in €, ¥, then the sign bit of B is
Bsz 0, and the path of computation is

wo wl W3 W4. The quantities accumulated in
counter D are — 1/2 in ¥y, By in W, and

zero in W,, so that 6, the final quantity
in D is iven by =

& +1/2 = 1/2 + By + 0,

and thus & = By . Similarly the
other possibilities may be checked.

A, (W)_¢C
7 T
\

P
(Wgl=> (W)

Addition, subtraction and data
tranefer are performed with the J-way
gequencer configurations cutlined previous-
ly, execept that B, replaces B. because of
the modified twos=complement gepresentatia&
Division, squaring, vector rotation, and
#0 on, are all readily performed with
signed quantities, but the configuration
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used will vary with the overall computation,
since several operations on different
registers will generally be performed at
the same time.

Input/Output Devices

Since most applications of the phase
computer are in real-time data-processing,
control and display systems, input and
output has been an important design consid-
eration and facilities for BCD/binary
conversion and analugfdigital conversion
fit naturally into the structure of the
machine.

Any counter in the computer is
potentially capable of being set directly
with a binary number, and also of being
read out directly from the condition of
its flip-flops. It is more convenient,
however, to use special interface counters
for binary input and output, and transfer
from these t0 the required register using
a counting sub-routine. The internal
counters, used in computations, can then
have a very simple structure with a
minimum of connections. Interface counters
having a BCD representation may then be
used for automatic decimal to binary, and
binary tc decimal, conversion.

Input and output of analog data on
many parallel channels is performed in the
rhase computer by a single digital/analog
convertor, plus analog track/hold and
comparator units for each channel. The
D/A convertor generates a ramp by outputt-
ing the gquantity in a cycling counter in
analog form, and this is compared with
gsample analog inputs to control the
counting of other counters which act as
input data registers, or sampled by track/
hold unite at the output which are
" themselves controlled from counters acting
as output data regigters [1].

Summary and Conclusions

The topics treated in this paper
have ranged through the impact of I31 on
computing systems, the development of an
integrative theory of computation that
enables hardware and software problems of
all forms of computer to be treated in a
aingle, coherent framework, and s apecific
example of & novel form of computer in
which incremental arithmetic and programmed
sequential computation are combined. It is
convenient in this final section to take
these topics in the reverse order. )

The phase computer is a modular,
digital, data-processing and control system,
in which many of the advantages of analog
and digital computers are combined through
the use of an incremental digital arithmet-
ic unit under program control. The
incremental processor enables pseudo-analog
computing loops to be established so that
complex operations, such as division,
sgquare~-rooting, rectangular/polar/hyperbolic
co-ordinate transformations, and so on, mnay
be performed with the same speed and simpl-
icity as simpler operations, such as addit-
ion and data tranafer. The programming
facility enables complex computations to be
performed a® a sequence of elementary
operations, snd hence overcomes the inord-
inate hardware demands of previous parallel

incremental computers.

The speed of the incremental proces-
sor in performing simple operations is
less than that of a parallel digital
arithmetic unit because of the counting
technique used, and the disparity becomes
greater with increasing precision in
computation. This factor is very wmuch
dacreased in computations where a number
of operations may Ve carried out at the
sgme time. At present, with a 4 Mcs eclock
rate, operations c¢an be carried out with
10-bit preciasion and accuracy in times of
about 250 microseconds, and with l2-bit
precision and accuracy in about 1 milli~-
gecond., These speeds and accuracies have
proved ample for a large class of data~
processing and control applications, and
enable advantage to be taken of the
economy and simplicity of phase-computing.

Applications investigated to date
include: area coverage systems for air-
craft navigation based on VOR/DME
beacons; direct readout of latitude and
longitude for hypervolio marine navigation
based on differential transmission paths;
gweap generators for PPIs in surveillance
radar systems; marker/vector generatora
with rectangular/polar co-ordinate
conversion facilities in PPl consoles;
automatic tracking of radar targets by
least-squares smoothing and prediction
for small redar systems; ldentification
of process parameters for purposes of
adaptive controly and on-~line product
quality monitoring with rejesct-rats
prediction.

Apart from its intrinsic advantages,
the phase computer is also of inigrest as
an exsmple of a computing system in which
the range of basic operations includes
those peculiarly required in specific
problem areas, such as vector rotation in
navigation systems, and matrix up-dating
in identification systems. The relation—
ship between the computer operations and
the structure of the system it is progr-
ammed to simulate may be formalized
algebraically in terms of natural mappings
between categories of maps. Such a theory
of computation gives a formal explicatum
for the concept of an 'snalog computer?,
and makes clear the reasons why a
computer bearing this relationship to &
class of gystems is eimple to use.

The phase computer is also of interest
because it is an all-digital, modular
system based on modern integrated circuits.
There are only five basic modules in the
computer - counters, modulators, input-
control units, seguencers and different~
iators., They may be fabricated with
standard integrated circuits and utilize
fully the high packing density devices,
such as mulii-bit counters and adders. By
their simplicity and uniformity of
gtructure, and their few interconnections,
the modules and module-gystems are
eininently suitable for large-scale integr-
ation,

The phase computer is, howsver, only
one particular exampls of the poseibilities
opened up by modern, low-cost integrated
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circuits and the impact of LSI on computer
organization. In an accompanying paper [18]
R.A.Shemer discusses more general arith-
metic and sequencing units, and their
application to both programmed DDAs and

to conventional general-purpose digital
computation. Such modules may operate in
several modes and implement various
computing techniques within the same
computational cycle. Indeed, the distinct-~
ions between techniques become arbitrary in
such a structure, since parallel DDA
operations may always be treated purely
algebraically as series expansions of the
functions ygenerated and are most conven-
iently analysed in this way.

It should be possible at the present
state of knowledge to dispense with hard
and fast distinctions between analog,
digital,
and so on, and treat the technology of
data-processing and control in a unified
and coherent manner. The main obstaclesa to
progress in this direction are our lack of
detailed knowledge about computing tech-
niques in themselves ~ of their relation-
ships to hardware, and particularly to
what constitutes a viable module both from
the viewpoint of the computer engineer and
from that of the component engineer - and
last, but by no means least, of the inter-
relationship between the hardware/software
combination which is the computer, and the
structure of the systems it is required to
gimulate and the problems it is required
to solve.
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-very much like to bring up in discussion, because
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You mentioned the problem of identification
of a system in automatic control. In what do
you see the advantages of the DDA or incre-
mental techniques in identification modelling
systems if it is borne in mind that the use of
A-D and D-A converters is needed and this
complicates the system. This is interesting in
respect to speed, cost, reliability, etc.

This is the kind of point which I think we would

your question raises a large number of quite
distinct points on the intcrface between a com-
puter, Digital to Analogue and Analogue to
Digital, with incremental technigues. Of course
we have applied them to quite simple controllers,
PID controilers, where the output has been some

" - kind of stepping device, a valve driven by a

stepping motor, and we have had a digital ac-

" tuator. And again, the cheapest formof A to D

converters are counting techniques which ideally

- interface with the system. So I do not think one

should complain that the interface to the com~

" puter presents difficulties, in fact one of the main

reasons for using this kind of computational

- technique is that we can get very much cheaper
-interfaces.

within the computer itself, identification is one

_ of those words once again which cover a multi-

tude of things. There is identification e.g. in
terms of stecpest descent techniques. And here,
one has within the computation generally a large
number of multiplications and has a feedback
loop ocutside, of a performance criterion with
which one is tending to match it. We have had
comparisons between various techniques, the
analogue ones, the incremental oncs and so on,
and once again the incremental techniques show
up very well as soon as one gets away from the

- stage where the GP machine is capable of count:
- ing within a computation.

Within the GP machine it always comes to a

© factor of time. If you have got the time to go

through a program loop to do the computation
necessary for steepest descent, then this is more
often than not the best way to go about it, It is
quite an extensive computational loop, the more

" inputs you have got, the more parameters you

. have got, the more times you have got to go

around the loop, and once you get up to some-
thing like ten parameters then you really are

- taking up of a lot of GP time, This is the kind

of level at which one wants to go to parallel
techniques. If you go to parallel techaiques you
have got a choice between trying to put several
general purpose processors on to it, Each of
these will require a program and are rather ex-
pensive. [f you gotoanalogue elements, the steep-
est descent identification requires analog multipl-
iers which are expensive and unreliable.

* In the other areas of identification, there has

been no attempt so far to use identification
methods in a discrete state space, say with
models of processes as Markov transitions,
probabilistic transitions between states. This

has all been written out in theory, but has never .

*

been implemented in practice, except, on some
simulations which in themselves have never got
very far because it is a very expensive thing to
simulate, This is the kind of thing which one can
now do, using inceremental techniques, and pro-
vided the elements are cheap enough, We have
it performing for example in our laboratory,
where we have put special hardware onto a GP
computer, so the arithmetic unit of the computer
can look like a special purpose DDA element.
This is for simulation purposes, so we can, in
fact, simulate networks of several thousands of
integrator elements, without building more than
one special purpose unit. This really is the
problem area of what advantages does one gain.
Are there other ways of gaining the same ad-
vantages which are going to come first, or are
we in fact avoiding the question of these ways
at the moment with DDA-s, and just going to
find that there is a bigger way coming along with
variations on GP machines? Or are we really
on to something which is going to become in-
creasingly important within control systems?
I think this should form part of this afterncon’s
discussion.

After arecess, the Chairman, J. Hatvany, asked
B. R. Gaines to introduce the Plenary Discuss-
ion.

B. R. GAINES: The first point which [ would like to raise is

probably relevant to the members of the Tech-
nical Committecs of IFAC who arc here,
When we run a conference, then by the very
pature of ihe editing process we have a very
Jop-sided view of the whole field. If I had put
in a paper for this conference on GP computers
and their applications to automatic control, Dr.
Hatvany would have returned it to me and said
“It is a very pleasant paper, but completely
irrelevant to the conference” and equally if I
had put in a paper in which I said that we had
been working with DDA-s for about ten years
and we tried to apply them to control systems
and it had been completely fruitless, he would
have said “Hard luck, but this is a very negative
paper™ and returncd it to me. So the only
papers we tend to get, are by people who are
- proselytes for DDA-s and other such systems.
And 1 wonder whether I should take the op-
portunity of giving the papers which I never
sent in because I knew they would be rejected ?
And trying to put the casc for the GP computer,

" for the poor old analogue computer which we

all tend to sneer at, and for the various tech-
niques which are appearing nowadays,

We all introduce the DDA through Large Scale
Integration, and say: “Oh, thc DDA-s are
going to make a come-back because LSI's
going 10 make integrated circuits very much
cheaper.” This of course, is affecting almost
anybody building any system whatsoever, and
it is reasonable to look at the GP computer and
say: “Well, it has got a very simple processor

" and a massive core store, and all we are really

making at the moment is volatile memories, so
they are going to have to go on using those

*,
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magnetic cores, and they do not know how to
make multiprocessor machines and so they are
not going to be able to take very much ad-
vantage of Large Scale Integration.” In a way
this is true, but equally there is a very large
number of people with vested interests in the
GP computer. And they are really the ones who
gencrated Large Scale Integration. They can
not be doing this just to pass themselves out of
the market.

I was in New York at the IEEE International
Convention recently, and from Texas Instru-
ment there was a device coming out which was
a read-only memory, with a cycle time of 20
nanoseconds, in which at present they have
got about a thousand bits on a slice but they
are aiming by 1973 to be supplying in product-
ion quantities, one with about 300 thousand
bits per slice. Now this is a pretty substantial
program size, so that for many of the applicat-
ions we have been discussing, applications to
automatic control, where programs are fixed,
we are going to be able to use this for quite a
number of jobs, Let us take for example a PDP
8 computer, The processor there, using Texas

74N series, takes up about 200 packages. This """

is probably equivalent to about 1000 to 1500
gates. So in three of four years’ time that is
going to be 3 or 4 packages coupled to this type
of read-only memory, and we have got a
complete computer, a very powerful machine,
which can have as many data registers, as many
volatile registers as we would like, in a few
stices, at a very low cost., This can be a very
powerful device. One important advantage of
this read-only memory, is that the programming
is done externally by blowing internal links, by
in fact burning through the metallization. So they
are offering a GP component imposing no real
constraints on the computer manufacturer, put-
ting out something which has got a very large
market, and costs very little, We certainly will
sec very cheap GP machines becoming avail-
able, and we have got a whole army of program-
mers, and quite a fot of experience in wsing
these machines. So if we are putting forward
DDA-s this is one thing we arcfightingagainst.
In another area, at the Spring Joint Computer
Conference there were several papers on hybrid
techniques, and the most interesting ones were
using D/A converters as computer elements in
very much the same way as we have been pro-
posing incremental modules. They have been
taking the D/A converter, which once again is
very amenable to Large Scale Integration, and

* seeing how to interconnect large numbers of »

these to form a computing system. This is a
device where you put in a digital number on
one channel, and get what is really a variable
analogue weight, in fact a digitally controlled
potentiometer, where you can put analogue

signals through several of these, and control the

gates digitally. Adage, for example, are using
this in a very nice graphical display which plots

a complete line in 4 microseconds and can plot -

about 5 thousand lines flicker-free on a display
and rotate them in 3 dimensions, or more if
one really wants it. So here, once again we
have an example of a computer technique.

What is tending to happen with these is exactly
the same as happened with DDA-s, People are
calling them by all kinds of odd names so as
to pretend to their own companies that they
have invented something new. They arc ge-
neralizing them and building up a complete
system, and they are in fact restricting the

applications by trying to use these elements .

throughout the system. If one, in fact, examines
the varicty of computer techniques available

" now, then it has become very very much larger

during the last few years. The GP computer,
the analogue computer have been coming down
in price, and equally there have been a large
number of new techniques,

I think “new” is probably a bad word here, for
every one of the techniques which one sees and
which one gets excited about, ons can count
back to about 1950, and can find there, In
fact, if one looks at the history of the analogue
computer and the digital computer and the
DDA, one arrives back inevitably at the Second
World War, onz finds the Bush mechanical
differential analyzer being used for ordnance
calculations, one finds ENIAC transformed into

.. EDSAC under the influence of von Neumann,
" 50 that the stored program digital computers

have been generated in about 1946, and one
also finds the operational amplifier which is the
basis of the analogue computer, being made
available as a high stability reliable component
at about much the same time. If one looks at the
growth of these up to about 1960, the growth
patterns arc very similar. From then onwards
we have got an ever increasing growth, ac-
cording to at least an exponential law, parti-
cularly in the stored program digital com-
puter, especially as it went from scientific to

commercial use. The analogue computer seems.

to have fallen off fairly level, and the DDA
looked as if it was just going to droop away
into nothingness.

Looking through the previous conference

proceedings, one can find that the conferences -

specifically on incremental techniques are
around the 1960-s, so that there was about an
eight years’ gap, eight years in which there has
been very little communication among people
working in this field. To some extent, one
might say that this has indicated a lack of in-

_terest in DDA-s. But the lack of communication

is really because they have been applied largely
to military uses. However, when examining the
possibility of incremental techniques having
some place in future systems, we must be aware
of the competition here, and certainly a strong
competition from a new generation, it is not
the 5th generation or the 4th generation, it is
an offshoot virtually — a micro-program spe-
cial purpose computer but using the standard
GP technigues, taking advantage of Large
Scale Integration. And this is cortainly.a very
strong competitor in the control field and in
putting forward the advantages of the DDA one
shouid also really consider exactly the same
problems proposed to this type of machine and
Jook at the concurrent advantages.

I think there are two major points, which come
out of this. At present we have a number of
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isolated people working on DDA-s for specific
problems, writing up some aspects and this
is the body of literature. Now within a particu-
lar company with a particular problem to solve,
this literature is not generally accessible. We
have very little education at our universities
on incremental techniques, we also should have
a lot more on GP ones, but from the point of
view of getting a job done quickly, the DDA

just is not available. If a person who happens to

know how to use it, is available af the same time
as the problem comes up, where it is the best
technique, then this is the ideal way of getting
a good search for using incremental techniques.
But one example of how the DDA suffered
because of this kind of work is, I thionk, with
Litton Industries. They pioneered the com-
mercial applications and they had a major
contract for a DDA in an aircraft navigational
system. But in getting this contract they had to
get more staff in, and the person they put in
charge of this project had in fact just been
working on GP machines. He looked at the
problem and said: “I do not know a thing
about DDA-s, but I know how to solve this
with a GP machine”, and in fact for that par-
ticular contract they used a GP machine
throughout, and since it was about the biggest
contract so far on DDA, this is the kind of
factor which has killed the machine.

I think if we are going to use DDA-s we must
certainly have the equivalent of high level lan-
guages. We must have a problem-oriented lan-
guage, which instead of giving us bit-patterns

of course, at the end of the program, givesusa

specification for interconnected modules. Equal-
Iy, this is extraordinarily difficult to see coming
about. Here, once again, the comparison is with
a G machine, and one knows that programm-
ing for GP machines is generally very inefficient,
so the fact that if we do this for DDA systems
we would be equally inefficient, is not a cause
for undue alarm, perhaps. Yet it is very dif-
ficult to see at the moment any technique for
presenting a wide range of problems and getting

out a hardware system, a hardware compiler, in

fact. Equally, if we are going to have a wider
use of the incremental system, then we have to
introduce it into a more extensive body of
literature, and we have to present examples of
problems solved which are of general interest.
1 think another criticism which has been made
of the conference as a whole, is that although
we are working under the auspices of IFAC, on
automatic control, we have tended to neglect
specific control problems and concentrated on
the particular problem of incremental computer
techniques. It would be interesting to know
how much success people are having in apply-
ing DDA-s to specific control problems.

J. L. SHEARER: | would like to put some questions which,
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may or may not be provocative, but might, I

hope, lead to some interesting discussion.

There seems to be a great reluctance on the
part of most people who have used digital
computers to get mixed up with what I would
call multiple arithmetic units. Now this is es-
sentially what you have been talking of Mr.
Gaines, and in that category of arithmetic

-

units you have been including DDA and in-
cremental computer techniques. So the ques-
tions I would like to pose to the experts—and
incidentally I consider myseif to be a neophyte
in these questions—are these:

What is the role of reliability or if you like,
lack of reliability in the development of multi-
arithmetic unit computers?

What is the situation with languages and
software, or perhaps I should say, what are
the limitations of language and the limitations
of software with regard to multi-arithmetic
computers?

D. W. RIGHTON: Tn my firm we are designing aircraft control

B. R. GAINES:

systems for use in, shall we say, the late se-
venties. This has to be a digital type system,
because digital equipment is going to be very
cheap in those days. We are having to decide
whether this is going to be an incremental-
type system or a GP system. And the reason
why we have tentatively picked the GP system
is that we do not know what type of con-
trol law we shall be synthesizing, and there
the GP gives us a flexibility that the DDA
type of arrangement does not seem to give.
I wonder if there is any comment on this?

Let me take the worst case. If one says one has
got a control problem, and one is going to use
a GP machine for it, and one does not know
the control laws, then there is obviously no
guarantee whatsoever, that given a specific

.control law which is put up as the one you

want to use, when one puts it into a GP ma-

. chine the computation is not, in fact, going to
~+" take so long that one just can not use the ma-

chine. So 1 think the first point here is that
even though the GP machine to a very large
extent, can do almost any computation one re-
quires of it, in a real time application, such as
a controf system is, one has got to worry about
timing. So the flexibility in fact, does not gua-
rantee that the machine is capable of doing the
specific control task.

D. W. RIGHTON: We have of coursc some experiences which

B. R. GAINES:

atlows us to estimate the probable complexity
of such a control. We hope that we shall have
improved our techniques of control by the
time this cquipment is put into service.
There are two things., We are not quite
certain of the machine we are going to control
and so therc are going to be requirements

with regard to parameters, Thenwe hope that,

one's knowledge of conirol theory will have
advanced sufficiently in the hardware design
time, to make the type of control law which
we are using, in fact, the specific control law
which we arc now using, wrong,

In radar tracking we started off using a steep-
est descent technique which was a least mean
square lincar identification technique, for we
have got various plots on a radar screen and
we are trying to predict where they are going
as a track. This is a compuiation one can
write down with arithmetic and work out how
long it takes. It is being applied on a GP ma-
chine as a subroutine, and the GP machine
is capable of handling something like 200—
300 tracks. It is being applied on an incre-
mental machine as a piece of hardware, and

-
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if you want to track several planes you have
several hardware boxes.

This is a case where, in fact, our knowledge of
radar tracking technigues is considerably in-
creased. One thing about the error function for
instance: in a radar system one has far better
information along the radius factor than one
does about azimuth, about angle, so if your error
is not a circular component it is quite a distinct
ellipse, and this ellipse is rotating in the XY
coordinates as the axes go round. Equally, an
aeroplane gives one trouble in tracking when it
does a turn, because it rapidly moves away from
the track, (If it just slows down or speeds up in
the same track, this is O.K.) So there is an error
function for detecting when the aeroplane does a
turn: in terms of cross track errors, how far
away is it, at right angles to the track. One in

. fact generates three entively different coordinate

systems, the radar oncs, which are rotating, the
XY ones, which are the ones to display, and the
cross track ones. Now if, to do the mathematics,
you work out an optimum cquation for the
tracking, taking into account all these effects,
then on a GP machine you could track 2 or 3
planes instead of 300 using this. On the incre-
menial one you would have to multiply hard-
ware by about a factor of five to do it. I think
this is very tipical of this. If you change the pa-
rameters in your laws, that’s fair enough, but the
GP machine and the special purpose one can
quite easily cope with this. If you entirely change
the laws and get a very much better technique,
then it consists of increased hardware in one
case, or decreased time in another, and I think
this point of flexibility is not so much a defect
of the DDA in itsclf but in our current thinking

about the machine. Equally, the digital computer

in real-time applications is vastly less flexible as
we see it. Typically again, in the air traffic control
we have a very big ATC system in Britain, which
as it was built was extensively modified, so it has
never been completely built and it has given a lot
of trouble. The same applied to air traffic, air
ticket reservation systems, so I do not think
things are black and white, I think it is definitely
a management attitude that if you buy a GP
machine for one job if you buy it for control and
it’s not much good, you can always turn it over to
accounting.

But you can not do that with DDA, and this
certainly is not a competitive point, The question
remains, however, of whether it is a desirable
one? ‘

My first point is on this question of reliability.
1 am afraid I shall be repeating myself to those
who were there this morning at Scction 1. 1
would like to make this point, which | think is a
very very important onc in defenee of increment-
al techniques (if indeed they necd defending).
And that is, that they tend to permit one to build
a computing system with flany homogeneous

- functional units which can be swiiched for

diagnostic purposes to do the same thing: count.
Because they are mostly counters. In the schemes
which were shown by Dr. Gaines we could sce
that, and certain integrators again, are a set of
homogeneous functional units, Now I think from
the point of view of reliability, this permits a self-

L e o AT TS Ty

checking of these types of machines, which can-
not be achieved by any other known machine
type because everywhere else all functional units
are different, or at least there is a very great
variety of them. There is not the same possibility
of letting the whole machine work as one set of
parallel counters or 2 or 3 sets of parallel
counters and checking them bit by bit for co-~
incident progress as though they were just ar-
ranged in a simple square matrix.

On the question of software, T think that the
software future (and 1 am certainly not alone in
thinking this), will tend towards adaptivity as
far as automatic control is concerned, towards
the automatic machine evolution of control al-
gorithms from the machine study of the re-
sults of datalogging. That means that you will
get an output from this machine study of the
situation and from the point of view of pro-~
gramming what that output should be, there
does not really seem very much difference be-
tween getting it to output a scquential program
for a central classical processor machine, or get-
ting it to output blueprints of if you like the
printed wiring, of a structure and putting that
structure in. In fact I even have a hunch that if
once such a program is written, the latter will
prove a simpler program. But that of course is
for the future, since even the first, although it
is said to be a very much better known set of
situations, is very far from being written,

H, ORLOWSKI: 1 would like to express my opinion of the coni~

parison of GP and incremental computers. As
far as the speed of computation is considered,
1 belicve the incremental computers in in-
dustrial control systems have no special ad-
vantages, because the actual requirements are
not serious for present day GP computers, The
really important field of application [ have
seen in the small discrete schemes, used in
single control loops, where there is a neces-
sity of correction, multiplication or generating
of certain function. The single foop in such
scheme gives no possibility for the use of GP
computer on the time-sharing principle. In
these cases, GP computers would be obviously
less convenient than the incremental ones, be-
cause of both cost and reliability.

Please note, that [ have talked of industrial
applications, and not displays, rockets and
others for which the comparison could differ.

T. H. THOMAS: Iwould like to add another point tothe thought

of the last speaker and that is the old, well-
known problem of engincering design time.
1 am more interested perhaps in process cont-
rol than in the much more difficult problems
that were discussed here carlier, In process
control there are a number of lightly inter«
related or unrelated loops and the problem is
to have a device which can be applied simply,
by relatively unqualified people, to the control
of these loops. An optimum solution would
certainly be a device which was extremely
complex and would need hill-climbing routine
to find the correct parameter itself, But until
we reach this stage, the wired device, the DDA,
which is extremely simple, which has one or
two knobs on the outside and which can be
applied for a wide range of processes to give,

537

e e

T

PR

o a s i

¢ -
¥
P
H
3
3
I3
4
%
:

vy n g v




[

1. ALEKSANDER:

e e

[e—

J. L. SHEARER:
J. HATVANY:

shall we say, near optimum control, is a far
better solution than something which even
were it as cheap, requires advanced engineer-
ing skill in finding the correct algorithms.

T would like to make a rather vague comment
because I feel that perhaps the subject under
discussion is not central to my knowledge.
But it seems to me that as control problems
become more and more difficult, one tends to
rely more and more on storage in computing
systems, whatever they may be. In the ap-
plications talked about earlier, the reason
that the GP computer seems attractive is
because one can store the data of curves of
some kind for which there is no clear ma-
thematical correlation. So I think that for
development in the future, the choice is
neither incremental nor general purpose but
a close look at the sort of information which
one has got, information on a control situa-
tion. The extraction of the relevant, or per-
haps statistically relevant part of this in-
formation require a lot of storage to develop
a control function which can then be imple-
mented in more storage-type equipment. But
perhaps that is another problem, it is the
next step,

Why is it that all general purpose computers
have only one arithmetic unit?

I should like to attempt an answer, if I may.
I think, the answer is no, There are a num-
berof general purpose computers with several
arithmetic units, Well, one of the first I know
of was the Bull Gamma, and then there were
others, and now some very big computers
are being built as multiprocessor computers.
There is the Atlas which has two processors
and now of course the Solomon computer.,

- The Tliac T think has 32 in the first stage and

J. L. SHEARER:
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can have 64 processors, so I think the multi-
processor computer has been invented. But [
do not know whether that was what you
were thinking of, because these are general
purpose computers.

Actually that was what I was thinking, but it
is one thing for the invention to be made.
However, it seems —at least to a neophyte
like me —that these machines have not been
successful in everyday use.

There has been quite a number of computers
which have been designed with a number of
arithmetic elements. One of the main
problems of this class of computers, is in
the analysis of how to rewrite programs.
One must analyse, so one can decide which
arithmetic unit to use. This needs a great
deal of analysis in our language translators,
as a result of this they have not been too
popular. Ithink the trend however, and this
also touches on the questions of reliability
that you have put, the trend has been towards
more processors. And the problem is one of

~ assigning a task rather to the processors, in

which each processor has an arithmetic unit

. and has also separate logic capabilities. The
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trend in largescale computers is one of
multi-processors for the purpose of stand-by
capability. That is, we must be able to detect
errors when they occur, we must be ablc {o

keep the computer’s operation up, some parts of
the computer up, 24 hours a day, 7 days a weck.
We must be able to reconfigure the computer,
and when a piece of it goes down, then the su-
pervisor, the executive programme of the system,
must be able to reconfigure the computer, so
that we can wutilize that part of the computer
which is up, for two purposes. To carry the work
load, the part of the work load which must be
done, and also to aid inthelocalizing of the errors
of the part of the computer that is down.

B. R.GAINES:1 think the question about multiprocessor

machines is a very relevant one here, because it
brings us right back to the structure of data
processing systems, whether they are for control
or any other purpose. It is quite clear, one can
look at the historical reasons for the develop-
ment of a single processor, and one can see this
just in the fact that we started with vacuum
tubes and these are rather unreliable. So we had
the minimum hardware in the processor, and
concentrated on making a really good drum
system to back it up with a large store. But this
no longer applies. Quite certainly, I think it
would be fair to say that the gencral purpose
‘multiprocessor machine has been pretty unsuc-
cessful. Though there are examples of very large,
general purpose facility type machines which
have been succesful. But if we take the CDC
6600, the multiprocessors there are largely for
input-output capability, in fact, for things which
have got to be done in real time, asynchronously,
which involve far slower data rates than the
central arithmetic unit waats to deal with on an
autonomous basis by several processors. But
in a way these are special purpose processors,
and are configured for a particular input-output
job, as it comes up. The Hliac 4 is most certainly
not a general purpose machine, in this sense. If
one looks at the justification for Iliac 4, the only
real region where it does justify itself is the field
of weather forecasting, where one has a set of
pretty complex partial differential equations
which have got to be solved in a three-dimen-
sional space. One knows what the connectivity
of the space is, one can configure a system, which
is about 1000 times faster than an equivalent
general purpose machine doing the same job,
But once again it is a special purpose application.
Certainly it looks very much as if in the case of
the general purpose machine, where onc says
virtually: “I do not know what this machine
is going to do, it is just the fastest general fa-
cility I can offer, I am not going to restrict peo-
ple in any way” that one is forced right back
to the single processor machines. The reason
being, that if you do not know your computatio-
nal mix, you do not know your type of problem,
then in fact, restructuring the computer pureiy
on a software basis, which is of course, done
by the programmer and not by the computer
manufacturer, is the optimum way out. And if we
actually had this hardware compiler, we have
been talking about vagucly, a thing where you
do not put a specific problem in, (obviously if

you are designing hardware, you put a range of

problems in e.g. you say, I want to solve a
navigational problem, or a certain type of control
system problem), if we really put in to the input
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of that compiler the genecral purpose facility
problem, then probably what we should get out
of it is the standard general purpose computer
we have today. However, it does look very much
as if we have got to move into some more spe-
cialist direction. What we are looking for now
is not just one complete problem, because
everything we want to do has separate problem
classes, for control certainly, like a specific type
of data processing hardware, equally for na-
vigational systems, or for communication systems.
Message switching is another example, where
multiprocessors are being used to achieve re-
liability very successfully because one knows
exactly what one wants in a message switching
system. And one can look at the likely failures
and design around them. But it is, once again,
a special purpose.

H. SEIEDRAZY: Mr. Kalyayev was speaking today of a multi-

incremental computer. What is an efficient
application for this type of computer, and
what is the advantage, over the usual DDA?

A, B. KAZZRERB: PazpaGoTka HApDANIENbHBIX BYHCIRTEIEHLIX

CTPYKTYD ABIACTCH OOHHM M3 Haubonee mnep-
CRICKTHBHBLIX HaPaBICHAI PasBUTHA BBIYHCIH-
TEIBHOR TEXHHUKH.

OcolerHo MHOTOOGEIIAIOWHMME MOTYT ObITH
MAPANACHBHLIC  BBIMHCANTENBHBIE CHCTEMBI,
COCTOSIIME ONHOBPEMEHHO H3 TPEX THOOB
OTHOPOAHBIX CTPYKTYDP: ONHOPOAHBIX YHHUBED-
CAJIbHBIX BEIYRCIHTEMBHLIX CPEH, OAHOPORHEIX
HUPPOBLIX HHTETPUPYIOLUHX CTPYKTYD H U3 OA-
HOPOMHBLIX AHAROTOBBIX BEIHCAN TIBHBIX CPS/LL
OpuopoRnbie  RAGPOBLIC  HHTCIPHPYEOUIHE
CTPYKTYPSI MOTYT OBITh HMOCTPOCHB! 1A OCHOBE
YHUBEPCANBRBIX LHQPOBLIX HHTEIPATOPOB, OK-
PYKCHHBIX  DMCMCHTAPHBIMH  KOMMYTUDY=

IODIMMH NEMERTaMH, YCnexn MHKPOSNCKTPO-

. HHKH NO3BOJIAIOT YXe B GiDKaliee BpeMa CO-
30aTh UHGPOBOR MHTErpaTop COBMECTHO €
IKCTPANONATOPOM H JBYMA CYMMATODaMH B
BUJIC CRMHON MMHMATIOPDHON TBEPIOH CXeMsal.
Ewmg 6onee npoCcTHIMH H MHHHATIOPHEIMH MOT'YT
ObITh BHINONHEHBI DJIEMEHTAPHEIE KOMMYTH-
pyioiMe gucHkiH. B peayabrare oKa3sniBaercs
BO3IMOXHBLIM CKOHCTPYHDOBATH BCCEMA KOM-
TAKTHYIO M B TO ¢ BPCMS OMEHB THOKYIO O
HOPOJIIYIO BATErPUPYIOYIO CTPYKTYpY. Kom-
myTauMeHt TAakoM CTPYKTYPHI MOMXET yOpas-
JIRTH YHMBCPCANBHAR OAHOPOANAR JIOTHIECKAR
BBIMUCAMTCHBHAR CPCHA, KOTOPAs HApALY ¢
bynrumaMy ynpasnenus Gyaer Takxe peniaTh
JIOTHYECKHE M JPYTHe 3anaud, He peasi-
3YIOLIHCCA B OZHOPONHOH MHTErpHpyoueit
CTpyKTYpE.

C nomouipio 1MoRoGHLIX NAPAIACBHBIX Bbl«
YHCAKTCABIBIX CHCTCM, COCTOSIIIMX W3 OfHO-
POANBIX MHTCIPUPYICIUNX CTPYKTYP B OZHO-
POHHBIX  YHHMBEPCAJIGHBIX  BBIYHCHHTCHABHAIX
CPEMl MOXET PEHIATHCA O4eHb LIHPOKMI KPyr
| 3aza¥, BKJIIOYAS 3a[a4M YNPAaBICHUS, HABMIa-
HuM ¥ HpPOBOro MOACTHPOBAHNA B PCATBHOM
MacuTabe BpeMeHH.
TTono6HEE OAHOPOHEIE CIPYKTYPEE 0GNANAIOT
PasHOODPasHEIME ONarONPHSTHLIME CBOHCT-
BamH. B vactHocTH, oHH nosponsior obecne-
_ MUTB BHICOKYIO TOYHOCTb M CKOPOCTH paboThi

i e AR R i ) OSSO s e+ e .

3a CHYET HCMONKL30BaNNA GHICTPONSHCT BYIOIIHX
TOUHBIX HHTErparopoB. OMHOTANHOCTE UK~
POBLIX HHTSIPATOPOB H KOMMYTaTOpPOB, BXO-
BAUIEX B OCOHOPOUHYIO CTPYKTYDY, NO3IBORACT
B HeoOXOmMMBIX CHYYasX Ppe3KO NOBLIUIATH
HAAEKHOCTH 34 CYCT AYSUPOBIHMA U TPOHPO-
panns peatownx 610k0s, a rakxe obfecneyu-
PACT B3aUMO3AMEHAEMOCTE IIEMEHTOB CIPYK-
Typhl APH BBIXOJIE HEKOTOPBIX Y3I0B W3 CTPOA.
BaxusiM CBOHCTBOM OHHOPOUHOH CTPYKTYDHL
SABIAETCH BOIMOXHOCTE NIEPeCTpauBaTs pa He-
OBXOAUMOCTH IPOTPAMMY B nipottecce paGorst.
Crenyer Takke IOOYEPKHYTH IIEPCIIEKTHB-
HOCTh  HCTIONB3OBAHHA  PACCMATPHBAEMBIX
CTPYKTYP B CaMOHACTPAHMBRIOUIMACH H CaMO-
oprauMayroumxcs cucreMax. K auciy Aocro-
HHCTB WX PAaclUMPeHHs 33 C¥éT MpOCTOro Ha-
pAUMBAHAS ONHOTHOHBIX pentarourux 610K0B,

" TEXHONOTHYHOCTS Y3J10B, KOTOPHE MOTYT IIPO-
H3BOAUTECE B MAaccOBOM IIOPANKS HA OCHOBE
CXeM MHKPODANHOINEKTPOHUKY, H, HAKOHEI,
maiste rabapure ¥ Bec,

Y. LUNDH:: The title of this afternoon’s discussion is “The place

of incremental techniques in the computing systems
of the future”, I think it is going to be very difficult
to predict what will be the future. And [ think it
would be very difficult to reach a nice formula — to
give an answer such as DDA, or DDC a general
purpose computer, with such and such data. I think

- we all know that there can be no such ideal answer,

because there never is such an ideal answer to
design problems. But what I think is useful, is to
know all the various clever methods which are
commonly known by these names, DDA ctc. They
could be useful when you have to design a specific
dataprocessing system to do such and such, 1 myself
have done work on digital frequency techniques
and we came up with a much simpler solution to that
specific problem, than if I was restricted to the
general purpose computer. Of course, if as Dr.
Gaines said, you do not know your problem, then

. the general purpose is the most likely thing to
.solve it because if you have to install a machine and

you do not know your problem; but a problem

"“which is solved that way, will be very unlikely to be

a very optimum solution, I think. So if you know a
specific problem I think it is a great strength to
know as many methods as possible — and methods
that come under the gencral heading of this Sym-
posium could be guite useful, not to speak of the
methods which come under the heading of a gene-
ral purpose compuster, ‘

There is one other point that I would like to make
and that is that general purpose computers can, of
course, be used for almost anything, but it will be
a secquential job, and you are limited by the memory
capacity, ete, For many solutions'you will find that
the engincering that you have to spend in the soft-
ware of these systems, the programming problem,
could have been much simpler, if you used the
techniques available today, in integrated circuits.
Integrated circuits reduce the enginecring of
implementing a specific logical, sequential problem.
And that fact, I think will be a factor which places
increased importance on the use of hardware so-
lutions, as against the software solutions, because
it is easy to implement a specific logic circuit when
you have these nice integrated circuits.

539

B e T

B s ————

NG g

e N R i g e,

JEVR——

R

Hhrse

I
*

ek e o




540

One more point, if you want to buy a general
purpose computer today, to solve a specific pro-
blem, what you pay for is—I would like to be
corrected if I am wrong—but I think most of
what you pay for is the memory. And that really
is the limiting factor, I think, for the economy,
the speed for any specific purpose, so that you
can implement more, specialized functions in the

. instruction repertoire. Or else you can use special

electronic arithmetic devices, let us say for second
order interpolation. These could simply be used
as a hardware extension. S0 these factors, I think,
together will point in the direction of hardware,
versus software,

J. HATVANY Mr. Orlowsky has pointed out that general pur

pose computers are now fast enough to do

¢ anything required in a process. I do not agree

with that. If you take a very simple case, for
example an oil refinery, and consider a number
of flow=meters. Each flow-meter provides some
4--500 pulses/sec. The pulse-number has to be
corrected for temperature, viscosity, linearity. In
order to correct for temperature you have to
correct the focal temperature, shift it, multiply it,
you have an a+ bx first term correction, at least,
and all that you have to do for say 100 pulse
meters, of flow meters, That alone is enough
to completely clog down the order of computers
which otherwise would be perfectly sufficient

.. to run that size of plant. If you simply have very

small, cheap, special purpose units doing these
continuous computations, multiplication, shifts,
addings, etc. on-line, you can use your computer
for, what somebody has said, it is for, decision
making. Now [ would like to take issue with
Dr. Gaines, if I understood him right. And that

is, I certainly see a trend, and 1 do not agree with

him completely, Over lliac he is probably right,
but I see a trend towards multiple arithmetic,
Perhaps not quite in the sense in which I have
said may be I did not express myself right, but
the normal arithmetic units of the bigger com-

puters are more and more tending to be muitiple.

In that they have several multiplication units,
several division units, run-time shared as part of
the central arithmetic. That is a trend towards
having specialized hardware, and there is ab-
solutely no reason to limit it tothoseinstructions
which are usually in our computers. Why should
there not be a special integrating unit in the
arithmetic part, why should there not be several,
working on several items, and there you see
the two fields more or less coalescing,

One thing that has been said here several times
over, is that there is a promising future trend
probably towards substituting prewired special
structure for software. Surely that is to some
extent also a part of the trend, at least compatible
with the trend which is called firmware, of hav.
ing what we now use as software, that is to say
algorithmic Ianguﬁges, autocodes, symbolic
languages, pre-wired in large read-only stores.
But why use this only for the interpretative
languages, why not use it for the problem orien~
tated languages, why not use it for the
solution of the problem itself? And if you do
that, you have got a special purpose computer, or
at least in your computer you have got a special
purpose part. So I think in this way, the trends

do, somehow, show a certain paraliclity and
even convergence, provided that we do not make
the categories too hard and fast,

J. L. SHEARER: I gather that the answer to the question may

be something like this:

1. From the point of view of reliability it is
probably wise to have more than one arith-
metic unit in a computer.

2. It appears the language, the software, is the
real reason why multiple arithmetic unit com-
puters have not really come to the fore as yet.

G. G. MENSHIKOV: 1 wish to give an example of a problem

G. KAPS:

which is more convenient for the general purpose
computer than the incremental. The discussion
today is based on steady opinions. Thus, the
discussion might have been programmed before.
A computer could realize questions, answers,
and do it better than we. But this is only pos-
sible for a general purpose computer.

One field of application for computers is time
shared computer control, known as DDC, What
would you say? Are there any advantages of in-
cremental special purpose units of the type you
described in your paper, compared with normal
general purpose computers with respect to switch-
ing and computing speed and reliability?

B. R. GAINES: This is a problem of current interest in fact,

which is being looked into by the Ministry of
Technology at Warren Spring, in Britain. Take a
simple control algorithm that is being applied at
present to say, distillation columns, batch re-
actors and so on, a simple PID control algorithm.
It seems possible on a computer about the size
of the PDP 8, to control about 40 batch reactors

with the system. If you look at your system cost,

" amajor part of it is in the interface, certainly in

interconnections. Another featurc concerning

' these reactors is that the run-up and run-down

procedures, which are not control laws but open
loop procedures, decision making oncs quite
often, which have to be followed, are equally,
important in the computation and one can not
just replace the controller. One has got to re-
place the at present wired logic, which is around
the analogue controller, for these particular
procedures, On the application of incremental
techniques we have done a study typically to
realize the Proportional-Integral law, which is
the most common one, around the fairly noisy
plants in distillation columns, We need 3 coun-
ters, about 9 bits in length, and asequencer unit
of 16 steps, plus an associated logic. The cost
of this comes out to about 30 or 40£, the com-

ponents for a control loop. At the Ministry of

Technology they have looked into the possibility
of multiplexing this type of controller around
a number of control loops, and they have got a
central processor working in a non-incremental
mode, couples to several incremental units at the
interface, and they are hoping to control so-
mething like 100 loops with this special purpose
computer.

The position is at present that in the comparison
they are all coming up neck and neck, and there
does not seem to be much difference. If you want
to do less than about 20 loops, then certainly it is
rather cheaper to have a thing which gives you
single loops. If you want to do only 3 loops,
which is what a small firm may require, then

s
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having a general purpose machine which is always
totally committed to this operation, because it is
a real time opecration, there is no chance of
foreground-background usc of a gencral purpose
machine, is cvidently uncconomical. Certainly
the special-purpose hardware is the best thing
to go for. We feel that if you have got to about
40 loops, or up to 100 loops or more, then if you
are implementing these simple algorithms then
the general purpose machine, provided it is
used in a correct way, which means it has quite a
ot of hardware interface, is the optimum solu-
tion. Tipically the hardware interface is deter-
mined by facts like that one can not drive the
stepping motors on the valves at more than
about 300 pulses a second. Now from the output
of the computer you can drop out binary num-
bers quite easily. You have got to drop the
binary numbers into counters, and to count
down into the actuators. And this is quite a
substantial amount of hardware.

In some of the systems you see in looking at
direct digital control, the amount of hardware
at the interface as it stands, is competent to
perform the control law completely, because it is
a counter, there are logic gates around it, and
you could put a controller straight into it.

If you now looked at the possibility of incremen-
tal adaptive control, then the special purpose
machines begin to look a lot more favourable,
As soon as one goes to say a model reference,
adaptive control system, the general purpose
machine now has a lot more computing to do,
you cut down the number of loops and if one
looks at cost-effectiveness, putting more hard-
ware around, a special purpose one looks more
attractive. But the main problem with this is that
if one looks at the state of the art in direct di-
gital control, apart from the big petrochemical
companies, there is very little commercial ap-
plication, If one actually goes into it, goes to a
firm who, say, are making resins, and have got a
large formalin plant, you find that the control
system is virtually unobservable. There is hardly
a transducer on it, and it is virtually uncontroll-
able, there is nowhere where you can enter to
change the process very much. If one is really
going to try to optimize these systems, we need
a lot more work on transducers, we need a far
greater understanding of the control problem in
its own right, before we start even talking about
optimum control systems. So we are very much
constrained at the moment to doing what
chemical cngincering would like us to do; to
provide them with cheap hardware for realizing
the control loops, they have got at present,
The real advantages of the hardware scem to
come in the rext stage, when applying more

complex control, and this is really where the'

control problems come in. T think one important
point here is that control theory itself is not ge-
nerated in a vacuum, if one looks to algorithms
which use that hardware. Equally, if you have
got a solution to a control problem, you look
for ways of approximation with the hardware
available and not implementing it exactly. One
looks at cosi-effectiveness. So once again, it
does come back to not pushing particular so-
lutions, I think Dr, Lundh came up with a plea

H. FRANK:

that we should not be DDA engineers, or gene-
ral purpose computer engineers or analogue
computer engineers but that really all these va-
rious techniques should be looked at in the
contexi of the particular problem and the Dbest
one applied.

Talking about DDC in computer applications
normally means at the first hand to improve the
values to be controlled by comparing and cor-
recting the measured values with values comput-
ed out of other data. Often these techniques en-
ables us to control values which are too much
disturbed to base a normal conirol algorithm
on the measured data alone. To do this data
ensurement at a certain quantity of values to
be controlled, we nced a general purpose com-
puter, and so we can use it for DDC, too, and
have not to install special purpose environments
to handle the control algorithms.

G I MOSHOS. On this question of the choice of a computer,

I would like to see more clearly. What are the
real issues between the various basic organizat-
ions? How are we to judge? 1 have listed a few
elements here, that perhaps you could look at
in the case of various computers, and then one
could comment on what these would look like in
the various organizations. They would be figures
of accuracy, speed, reliability cost of implement-

_ing a design, and the lifetime of the application.

Perhaps somebody would care to comment on
these particular issues?

H. MICHAELIS: Is there not a certain convergence between

3

the development of incremental and general
purpose techniques ?

B. R. GAINES: I think the answer to that one is both yes and no.

When we talk of incremental techniques, in fact,
there is no difference, whatsoever between the
incremental technique of the DDA and the way
that one solves differential equations on a general
purpose computer, mathematically. If one looks
at the problem of solving differential equations
on the general purpose computer, you must im-
mediately make time discrete. That means that
instead of a continuous time, and very small
increments, we get discontinuous time and fairly
small increments. And if we make our increments
such, then we are probably working with at least

"double length arithmetic in a general purpose

computer. If our increments fit into our lower
word only, then the only thing that propagates
into the upper word is a carry signal, And in the
DDA what we do in fact, is regard that carry
signal as an incremental variable, and separate
the two halves of our register. So in the DDA we
have the digital cquivalent of a strictly paraliel
integrator as one would realize it, and a DDA
integrator. What we do not have in the DDA, isa
parallel adder used as such, We add increments
at the beginaing of the integrator so when we add
we must always be going into an integrator, We
do not have the equivalent to a parallel multiplier
and until I suppose about a year ago, it was rather
stupid to think of parallel multipliers as com-
ponents, I think irf Richardson’s book on digital
systems he actually mentions this possibility of
parallel multlphers, dividers, adders used as one
word in an analogue computer, However, with-
out .doing too much advertizing for Texas
Instruments, one of the components we used very
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extensively right throughout our computers is
their quad full adder. If one is working to 0.1
percent accuracy obviously three of those give
you a parallel adder. If one then wants a parallel
multiplier, one has just to stack something like
100 of the adders, 25 packages together, and you
have got a paralle! multiplier. With those com-
ponents, and obviously a parallel inverter is a
very easy thing to do, with the adder, the inverter
which gives you the substractor, the multiplier
and the integrator, which is very much like the
ordinary DDA integrator, you have got a
completely parallel digital analog computer,
What you use it for, I am not sure, butitisata
" stage where we certainly could make it. T have
never seen it put forward as a system, I do not
know whether anybody made it, it is certainly in
Richardson’s book, and it is obviously very-very
closely related to DDAs. 1 think in Mr. Shemer’s
paper he has a step towards it, in that his DDA
modules, or let us say, his modules can be used
as integrators in the DDA sense which he called
an incremental mode, they can also be used as
adders, because they are really mainly adders,
and they can also be used as serial multipliers
apart from the fact that they are sequential. So
we haveastep theretowards this type of machine,
but whether we will ever be at the stage where we
want to apply this, as we do an analogue ma-
chine, to problem solving, is a difficuit question,
certainly the techniques are available and the
economics are quite reasonable at present.

I“X BABHY: 1 xouy TNOOYEPKHYTb HALIY TOYKY 3peHis [0 -

oficy KEaeMOMY BOTIPOCY.

1) Ecmi MBt nmeeM npoctyio n gewesyio G. P, Com- ‘

puter KOTOpas MOXCT PellHTh nepes HAMH 3anavy,
MbI ZIOTDKHBI IIPHMEHSATE TAKY0 MAUIHHY,

2) Ecnu B CHCTCME 4BTOMATHYCCKOI'O YHPABICHHS MBI
JOTKUBE DKOHOMUTL ObiCTpONEHicTBYE, BEC H T. A,
MBI HOJKHBL IKOHOMHTE NPOU3BOJHTEIBHOCTE Ma-~
ket s ool lenM MOXHO TIDWMEHATE Crie-
HHATH3APOBAIHEY \gﬁw@& T. XK. B IPOTHBHOM
Cnyyae MBI IPHAEM K HEPAIHOHANBHHM 3aTpaTaM
IPONIBORMTENLUOCTH ManHubl. Mbt SymeM HMeETh
rUbKOCTB, HO MBI HE CMOXKEM DPELINTH 33Aavy B pe-
ANBHOM BPEMCHH,

'3) JInn HEKOTOPBIX KNACCOR 33124 W3BECTHHIE METOMB

_ HalOT BO3MOXHOCTH MOCTPOUTE Gonee IKOHOMHY-
HBIC CTPYKTYPHI, HO 3TH MCTOABI HE ABJIAIOTCA CAHH-
CTBCHHRIMU NI CNICUHAJIM3INPOBAHHBIX MALHH.

Mbt  monmusl ®xOMOMHMpOBATE HX C ADYTHMH .

CHELMAIMIUPOBANILIME  MCTOOAMH B JOHOJNHE-
HUH K YHHBEPCATNLHOMY HPHHINIY.

R. A, SHEMER: 1 think it is generally conceded by all of us that
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if we are going to optimize any particular
control system, we arc going to have to use all
the techniques avallable But it seems equally
conclusive that'there is never going to be any
particular algorithm which will tell us which
is the best technique to use. It is similar to the
design of normal GP computers, in that you
have volumes of automata theory, but when
you come to design a computer it does not tell
you which is the best autocode to choose. That
is obviously something at the discretion of the
engincer. Eventually we may get rules for
deciding, such as Mr. Babich proposed for
different types of differential equations. But

in between, we must try and reduce the de-
velopment cost of any special purpose com-
puter that we do decide on, because that has
been onc of the features encouraging GP
computers. They are so flexible, they can be
used for so many things, and the development
cost is of course spread across the whole class
of problems they are used for. And even
though they are generally inefficient, in some
cases, this is still the cheapest solution.

The way in which we have been looking at this
problem at STL is this: We already have within
ITT programs which given particular logical
configurations, simulates them, lays them out
on boards in an optimum manner, does the
design of the printed circuit, and on the back-
board does the wiring as well. And within a

few years’ time it is not difficult to envisage’

the fact that you could have this sort of thing
on-line, actually manufacturing your computer.
We are working in fact from the other end,
in designing a compiler which will accept com-
mands at a fairly high level, such-as “rotate
vector” or “multiply coordinates™, so that
with the systems approach of Mr. Gaines’
phase-type computer or something which I
spoke about, given a list of these commands we
could in fact envisage a computer to do this
particular thing, sort of coming out at the
other end. And so development costs would be
kept at the very lowest minimum. And mean-
while, as we go along, in later years we can
make this formulation of the problem less and
less specific, as we begin to differentiate bet-
ween the different types of problem and the
best modes of operation for them.

B. R, GAINES’ I do not think I can sum up without answering

Prof. Shearer’s remarks, and questions.

It has been most useful having a member of the
IFAC Components Committec along, sitting
there and interjecting multiprocessor computers
every now and again, causing a transient which
gradually dies out, and if we look at the Pro-
ceedings afterwards, we are going to sce his
question and about ten remarks later an answer
to it, and another question coming in.

On the multiprocessor computer configuration,
we did not find the answer to the question as to
what are the advantages, or whether there were
operating systems, which could legitimately be
said to have advantages. 1 think if onc looks at
the extent to which special purpose functions
have been implemented in the processor, on the
carly machines we really only did have add,

complement and a few logical operations. On the

most sophisticated machines at present ob-
viously there is multiplication and decision, but
both are in floating point form and not beyond
this. I think the reasons for this, if onc really
wants to state them rigorously, come down to
some mathematics, and hospitality has been so

good in Hungary I can not get my mind around

it. But the more one does with the processor, the
more messages ong needs to the processor to tell
it what to do. If we take a particular case - the
present processor, with an accumulator, in fact
operates on two numerical or logical variables,
and produces a single result, There are not many
operations you can do on two variables: ad-
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dition, substraction, multiplication, square root,
cube root, there is a variety of possible opera-
tions, but the ones that one actually wants in
practice are very few. Now as soon as you go to
three variables, in instructing the processor you
now have to tell it where these variables are, or
you have got to load them into the processor to
start with, and just let it go on proceeding, work-
ing with those variables. Now, as soon as one
starts to have to tell the processor where those
variables are, you immediately increase the length
of the word instructing the processor to a tre-
mendous amount, and we know that getting
words out of memory, in fact, is what takes the
most time. This is one of the defects of goingto a
more specialized processor with extra operations.
And in practice it does seem that the real limit
gets to be towards floating point arithmetic.

There are possibilities if having fast scratch-pad
memories, loading them up with a reasonable
amount of data, and then doing extensive com-
putation on them. For any particular applica-
tions and air traffic controllers is always one
that springs to mind, because very large com-
puter systems (and nultiprocessor ones) have been
used quite extensively in ATC, these are specialist
applications. T am certain ATC will have quite
a large market, but it does not solve the general
problem. When one is talking about software,
there is obviously software at several levels.
One of the things is just having the storage ca-
pability for holding all the instructions, know-
ing that quite a lot of the very long instructions
one is not going to be using very often. We are
now working with completely variable iength
words as far as data are concerned with very
flexible data formats, and we can equally go to
very flexible instruction formats, But the returns
from this do not seem worthwhile at present.
Yet it certainly is not a black and white case.
You can not just put six processors in a computer
and work almost six times faster, If you put six

processors in, and if you are not very careful, -

you will be working slower, because you have
got to have more instructions. And one of the
big defects, of course in a multiprocessor com-
puter, where you have got several programs run-
ning concurrently, is that the programs have
certainly got to be performed procedurally. You
can not load up your processor with datd, and
assume it is going to be there, Every time another
program takes up the processor, you have got
to dump all the data that is in the processor, and
start again. And your subroutines are whithin
core, and must have been changed by particular
proframs. It obviously is a very complex area,
and there may well be a tendency to use a lot
more medium sized machines rather than to go
for very great central facilitics, This is an area of
difficulty.

- As far as the DDA is concerned, obviously this
is a multiprocessing machine. If one looks at it
from the point of view of the solution of dif-
ferential equations, they satisfy the requirement
of being very special purpose, and it is ideally
suited to those particular equations. The other
points were, what features are we looking for:
accuracy, speed, reliability and so on. One of the
important advantages of the analogue computer

" s that analogue, of course, is a word with a

meaning in its own right, with engincering
analogues for one thing and another. As far as
differential equations are concerned, the analogue
computer is called such, because it forms an
analogue of differential equations. When we go
to other problems, what we are really looking
for, if you want a computer which is easy to
use, is a computer which is an analogue of the
operations which we have got in our problem
set. Now if our problem sct has factors of speed
coming in, and factors of extreme reliability,
then these arc obviously going to have to be built
into our computer, If we actually want to know
whether a computer is reliable, we have got to
have checks for it, if we want not only to know
when it has failed but also to pull in other com-
putational facilities to stop it failing effectively,
then we have obviously got to have multiprocess-
ing hardware. What we tend to do, is to think
of a specific problem, and not to think of all
these surrounding factors as being part of the
problem itself. Solving differential equations
is an entirely different problem, for example, if
it is in real time or we just want a numerical
solution completely off-line. To conclude, I
think that all our thanks are due to Dr. Hatvany
who has obviously been the influence behind this
whole discussion, and the whole Conference.
1 think it has given an opportunity for a iot of
material which otherwise might not have come
into the literature or would have been buried
in speciatized literature, to become available to
control engineers through the Proceedings, and
for the discussion of the various problems, also
to thresh out some points which are somewhat
clearer now than when we first gathered to-
gether, T think the really important point is that
within various crews working on control pro-
blems, given a particular problem, incremental
techniques do crop up as a possible solution.
Now whether or not the techniques in themselves
are going to have a major impact or not, is a
function of other factors, of education, econo-
mics,and the direction of control engineeringitself.
But there is no doubt at all, that this material
should be made available in some way, other-
wise we are always going to be in the position,
as I think several of us have been, of rediscover-
ing things which have been discovered previ-
ously. I think just on that basis the Conference
and the discussion itself has been very success-

- ful,

I HATVANY:

1t only remains to me to thank all participants in
the discussion in particular to thank the authors
of the papers and most particularly to thank Dr,
Gaines for his excellent leadership of the dis-
cussion, I must, however, say one word in
response to what he addressed to me, and that
is that it is of course we, in Hungary, in parti-
cular in our Institute, who are a group working
on incremental techniques and who have been
very busy for some years rediscovering all that
other people have done, who should be grateful,
and are indced very grateful for receiving all the
extremely valuable advice, hints and views
which we have received, and hope to receive in
the coming days in the course of thig Symposium.
Thank you very much.
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