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Many of today's computer control applications cannot be 
bandIed by conventional analog or digital machines, or even 
hybrid machines. A new approach, in which probability as 
an analog quantity switches a digital circuit, offers interesting 
promise. In this kind of machine, digital integrated circuits 
are randomly switched to simulate analog computer elements. 
Although slower than an analog machine and not as accurate 
as a digital one, the stochastic computer has a speed-size-
economy combination that cannot be matched by either. 

Even the performance of circuits that an engineer is very 
familiar with can be improved by using a computer to help in 
the design. For one thing, the computer can tailor the design 
to meet a wide range of operational requirements. Then too, 
a circuit can be refined for optimal operation plus easy and 
inexpensive construction. Here computer-aided design is ap-
plied to a well-knmVIl circuit, the video amplifier. 

Electronics 
The start of a comprehensive examination 
of medical electronics. 
1. Prescription for medical instrumentation 
A doctor finds the electronics industry so 
intrigued by gadgets that it isn't develop-
ing the kind of equipment doctors want. 
He urges engineers to help doctors find 
practical solutions to diagnostic and thera-
peutic problems. 
2. Collecting body signals 

What doctors most need are measurements of key body 
parameters. Present technology can produce equipment ex-
h'acting far more information from such traditional diagnostic 
aids as electrocaJ:diogram traces, electroencephalograms and 
electromyograms if engineers aim their designs at specific 
body signals. For the cover, Vincent Pollizzotto took his 
camera inside a big metropolitan hospital to show electronics 
in an advanced operating room. 

• Replacing inductors with digital filters 
• Glass devices for computer memories 
• Special report: Medical electronics, part 11, 

Computers in medicine 
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Advanced technology 

Stochastic computer thrives on noise 

Standard integrated circuits in a computer that applies 

probability as an analog quantity will economically increase 

speeds of computing for complex control problems 

By Brian R. Gaines 
Standard Telecommunications Laboratories Ltd., Harlow, Essex, England 

A large segment of today's computer control appli-
cations-on-line control of chemical plants, aero-
space navigation controls, and other large, com-
plex systems-cannot be handled by conventional 
digital, analog, or hybrid computing systems. Even 
an order of magnitude increase in the capability 
of these systems would leave many computing 
needs unfilled. Therefore, instead of chipping away 
at the limitations of present systems, a new ap-
proach was taken to determine how today's com-
puting elements-in particular, large-scale inte-
grated digital circuits-could be used to fill these 
needs. The stochastic computer is the result of 
this new approach. 

The stochastic computer differs from other 
computers in that it uses probability as an analog 
quantity-the probability of switching a digital 
circuit. It thus uses digital IC' S that are randomly 
switched to simulate analog computer elements-
multipliers, summers, inverters, integrators, and 
analog memories. Still in an early development 
stage, it is not quite as accurate as a digital com-
puter, and it is not quite as fast as an analog com-
puter, but because it uses low-cost elements in an 
analog configuration, it gives a speed-size-economy 
combination that cannot be matched by either con-
ventional computer type. 

Although the stochastic computer uses digital 
IC' S, it is programed as an analog computer. Initial 
conditions are set with digital counters, which also 
serve as stochastic integrators. The use of digital 
IC'S means that the analog-type circuits are made 
smaller and cost less and, with large-scale integra-
tion techniques, many functions will be combined 
in a single package. 

The bandwidth of a digital computer is limited 
because it computes sequentially. Thus, on prob-
lems with many equations and variables, the total 
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time per computation quickly becomes excessive. 
Analog computers are not suitable for large prob-
lems because many operational amplifiers are re-
quired and because accurate computing elements 
are high priced. 

Attempts to capitalize on the best features of 
digital and analog computers have only resulted in 
new systems which are just as complex and as 
economically unfeasible as the individual com-
puters. 

Stochastic computers are most useful where the 
availability of Iow-cost computing elements is more 
important than the speed and accuracy of compu-
tation. In many computer-controlled processes, a 
10-hz bandwidth and an over-all accuracy of 1% 
is adequate, and where feedback is applied, even 
10% accuracy may be acceptable. 

Stochastic counting 
The concept of representing a quantity by a 

probability, a stochastic representation, is basically 
simple. Consider a man counting the number of 
bales of straw coming along a conveyor belt by 
incrementing a counter one step as each bale 
passes him. What does he do if only half a bale 
passes by? If he neglects it and several other half-
bales pass by, then he will underestimate the total 
amount of straw; if instead he counts it as one 
bale and increments the counter, then the more 
half-bales that come along, the more he overesti-
mates the quantity of straw. 

One solution would be to note that there was a 
half-bale and, when another comes along, increment 
the counter by unity. But this defeats the object 
of having a counter in the first place since the 
man now has to remember the data. 

Another alternative is to count in units of half 
a bale (if it is a binary counter, add another flip-
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Approximate regions of application for digital (left). analog (center). and stochastic (right) computers. Analog 
computers are limited mainly by system order (number of differential equations). while digital computers are 
limited in both size and speed. Stochastic computers are limited by speed but not by size. Advances in 
digital computers are steadily shifting the diagonal line toward the right. but a large area remains uncovered. 

flop). This method is fine, (although it involves a 
slightly larger counter) until the bales begin arriv-
ing in less convenient fractions: a quarter-bale-
two extra bits; an eighth-bale-three extra bits; 
and so it goes. Any form of rounding off is liable 
to lead to cumulative errors which may become 
appreciable in the long run. 

Suppose now the man adopts an alternative 
technique. When half a bale comes along he tosses 
a coin and if it comes down heads, he increments 
the counter; if tails, then he does not. There is then 
a 50% probability that when half a bale comes 
along he will increment the counter. 

This trick has some of the advantages gained by 
making the counter count in half units- in the long 
run there will be no bias towards underestimation 
or overestimation; the expected count will be 
exactly the number of bales that have passed. This 
trick can be extended to other fractions of a bale-
if three-eighths of a bale passed, the man could 
toss three coins and increment the counter if two, 
and only two, of them were face up. 

But note that although probability is a contin-
uous variable not subject to round-off and cumula-
tive errors, it is subject to another form of error-
random variance. 

To have correctly recorded the number of bales 
that passed, the man's counter should display a 
number equal to the mean value of all the counts 
that could have arisen. But he tossed the coin only 
a finite number of times, so the counter will display 
a count that varies from the mean. It will be one of 
the many probable counts clustering around the 
mean. Thus, with the coin-tossing scheme, the man 
has eliminated round-off error but has incurred a 
random variance error instead. But he has elim-
inated the need for memory and this basic advan-
tage in hardware carries over to the stochastic 
computer. 

Stochastic computing 
A quantity within the stochastic computer is 

represented by the probability that a logic level 
in a clocked sequence will be ON. If many clock 
pulse positions are taken, then the quantity can be 
considered to be the fraction of ON logic levels in 
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a clocked sequence of binary ON and OFF logic 
levels, with no pattern in the sequences of logic 
levels. 

The probability that a logic level will be ON 
is an analog variable whose value ranges continu-
ously from 0 to 1. In some computations, this is a 
convenient range to use, but generally the physical 
variables in a problem (length, etc.) have to be 
scaled into the allowable range of computer vari-
ables. This is similar to the scaling operation in 
the analog computer, where the physical variables 
are related to voltages. The actual mapping will 
determine the hardware required to perform a 
particular computation, and although many map-
ping schemes are possible, three examples will be 
considered: unipolar, two-line bipolar, and single-
line bipolar. 

In the unipolar representation, if the quantities 
are always positive (or always negative), simple 
scaling is all that is required to bring them within 
range. Given a quantity E in the range 0 L E L V, 
it can be represented by the probability: 

E 
p (ON) = V 

so that the maximum value of the range, E = V, is 
represented by a logic level always ON, p(ON) = 1, 
zero value by its being always OFF, p (ON), = 0, 
and an intermediate value by its fluctuating ran-
domly, but with a certain probability that it will be 
ON at any particular instant. 

For example, though the pulse sequence below 
is not infinite, we can grossly say that it has 
p(ON) = 4/10. If it represented a physical variable 
whose maximum value was, say, 17, then the value 

~l I U1 
0 I 0 () I I 0 I 0 0 

>- E > 
represented here would be 17 x 4/10 or 6.B. Note 
that the wire that carries these pulses is always 
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associated with this particular variable, as in an 
analog computer. Different quantities do not ap-
pear serially on common, time-shared wires, as they 
do in digital computers; the stochastic computer 
has no word length. To determine the valuc of a 
variable exactly, we would have to monitor a line 
for an infinite time to calculate the probability of 
its being ON. But as variables change, the probabil-
ities must change. Thus, the clock frequency must 
be high enough to accommodate quickly changing 
variables. 

Stochastic quantities can be generated from a 
binary quantity with a comparator and a digital 
noise source. The comparator will provide an out-
put pulse if, at a particular clock-pulse time, the 

:; TO(j!45,/( 
Ou PUT 

PG,''-':J E: IF 
Oc >DN 

binary input is a larger number than the number 
represented by the digital noise pulses. For ex-
ample, if all binary digits are 0, then thc digital 
noise source will always be greater and no pulses 
will appear on the output line, so that p(ON) = O. 
Similarly, if all binary digits are 1, then the com-
parator will deliver a continuous stream of output 
pulses. Thus, for a high value of the binary number, 
the probability is that it will often be greater than 
the randomly generated digital noise number and 
many ON output pulses will be generated. The prob-
ability of an output pulse thus is directly propor-
tional to the magnitude of the binary number. 

Besides serving as a means of inserting data in 
the computer, this scheme also is used to produce 
a stochastic output from a stochastic integrator. 

The unipolar representation can be simply ex-
tended to bipolar quantities (both negative and 
positive values) by using two sequences of logic 
levels on separate lines, one representing positive 
values and the other negative. \iV e call the line 

whose probability is weighted positively the UP 
line, and the line whose probability is weighted 
negatively the DOWN line. Then for a quantity E 
in the range, - V L E L + V, we let: 

E P (UP = ON) - p (DOWN = ON) = V 
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so that maximum positive quantity is represented 
by the UP line always ON and the DOWN line always 
OFF, maximum negative quantity by the UP line 
always OFF and DOWN line always ON. 

For intermediate quantities there will be sto-
chastic sequences on one or both lines. Zero quan-
tity is represented by equal probabilities of an ON 
logic level for both lincs. 

It is possible to represent a bipolar quantity 
using a single line by setting: 

lI E 
p (ON) = - + --. 2 2 V 

so that maximum positive quantity is represented 
by a logic level always ON, maximum negative 
quantity by a logic level always OFF, and zero by 
a logic level fluctuating randomly with equal prob-
ability of being ON and OFF. 

This is the stochastic representation most studied 
to date sincc it allows the simplest logical elements 
to carry out all the normal analog computing opera-
tions with both positive and negative quantities. 

Comparison of various computers 
Although the stochastic representation of quan-

tity leads to economy in computer hardware, the 
price paid for this economy is a low computing 
efficiency. Since probability cannot be measured 
exactly, it must be estimated with an error that 
decreases with the numher of samples taken. 
Hence, high accuracy means low bandwidth. 

The effect of this variance on the efficiency of 
representation may be seen by comparing the num-
b er of levels of voltages or states required to carry 
analog data with a precision of one part in N: 

• The analog computer requires one continuous 
level. 

• The digital computer requires log~ mN ordered 
binary levels. 

• The digital differential analyzer requires mN 
unordcred binary levels. 

• The stochastic computer requires mN2 unor-
dered binary levels . 

The constant m is taken large enough to mini-
mize the effects of round-off error or variance, say 
m = 10. The N~ term is a result of the error being 
inversely proportional to the square root of the 
length of pulse sequence. 

This comparison is a little unfair to the stochas-
tic computer where operations such as integration 
are concerned, since the digital computer requires 
complex routines and additional precision to main-
tain this accuracy, whereas the redundancy of the 
stochastic reoresentation enables the use of simple 
counting techniques for integration. However, this 
by no means compensates for the loss of efficiency 
in stochastic computing, which may be regained 
only in computations requiring parallel data-pro-
cessing unsuited to the digital computer. 

Stochastic computing elements 

Inverters: to multiply a two-line bipolar quantity 
by -1 requires only the interchange of UP and 
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DOWN lines. The unipolar representation, of course, 
has no inversion operations. 

In the single-line bipolar case, a conventional 
logical inverter, with an output that is the com-
plement of its input, performs the same function 
when used as a stochastic element. Consider the 

relationship between the probability that its output 
(EO ) will be ON, p(B), and the probability that its 
input (E) will be ON, p(A); since the two cases are 
mutually exclusive, the sum of the probabilities 
is 1, or: 

p (B) = 1 - p (A) 
Thus the probabilities and the quantities they rep-
resent are: 

1 E 1 
p (A) = Tv + 2" 

1 E* 1 
p (B) = 2 V + 2 

hence 
E* = - E 
Multipliers : a simple two-input AND gate, whose 

output is ON if, and only if, both its inputs are ON, 
acts as a multiplier for quantities in the unipolar 

representation. The relationship b etween the prob-
ability that its output will be ON, p(C), and the 
probability that its two inputs will b e ON, p(A) 
and p(B), is: 

p (C) = p (A) P (B) 
These probabilities and the quantities they repre-
sent are: 

E 
p (A) = V 

p (B) 

p (C) 

Hence: 

E' 
V 

EE' 
E"= --

V 
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The product thus is normalized to lie within the 
range 0 L. Ex L. V. 

Multiplication in Single-line bipolar representa-
tion is performed by an inverted exclusive-OR gate. 

A ~ 
Symbol 

E.x. 
C 

£E' -V 
Its output is ON when its two inputs are the same, 
so that two positive quantities at the inputs, or 
two negative quantities at the inputs, represent 
a positive quantity at the output. 

That . multiplication does occur may be con-
firmed by examining the relationship between in-
put and output probabilities for the gates shown. 

p (C) = p (A) p (B) + [l-p (A)] [l-p (B)] 

and 

lIE 
P (A) = 2" + 2" V 

1 1 E' 
p (B) = 2 + 2 V 

so that: 

1 1 EE' 
p(C) = 2 +2' ~ 

which is normalized multiplication of E by E'. 
Two similar gates are required for multiplication 

E' })' 
".....~---+----:y' 

in two-line bipolar representation; these stochastic 
multipliers can be realized with NAND logic. 

Squarers: an important phenomenon is illustrated 
by the use of a stoehas tie m ulliplier as a squarer . 
Unlike conventional analog multipliers , it is not 
sufficient to short-circuit the inputs of the gate in 
a stochastic multiplier, for its output will then be 
the same as its input. This difficulty arises b ecause 
the input sequences must be statistically inde-
pendent. Fortunately, because the sequences are 
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Learning machines sparked the project 

Author Brian R. Gaines, who di-
vides his time between the 
academic world of England's 
Cambridge University and the en-
gineering world of the Standard 
Telecommunication Laboratories, 
traces the development of his sto-
chastic computer: 

"The need for a new type of 
computer became apparent at STL 
during research on the structure, 
realization, and application of ad-
vanced automatic controllers in the 
form of learning machines. Our 
preliminary investigations of algor-
ithms for machine learning were 
hampered by the time and expense 
of simulating even a small learn-
ing system on a conventional dig-
ital computer. Although we were 
successful in demonstrating that 
certain general algorithms could 
form the basis for machine learn-
ing in a wide variety of control 
and problem-solving environments, 
it was obvious that no conventional 
computing system was capable of 
realizing these algorithms in real 
time at an economic price. 

"An adaptive controller is, by 
definition, a variable parameter 
system. This implies a minimum 
hardware complement of the fol-
lowing: stores to hold the parame-
ters; multipliers to enable the pa-
ramaters to weigh other variables 
in the system; and parameter-ad-
justment logic to allow learning to 
take place. 

Digital too slow. "In the digital 
computer these parameters would 
be held in magnetic core storage 
and fetched each time one was re-
quired to multiply a system vari-
able or to be updated. The opera-
tions involved would take about 
50 core cycles and might take 
place 20 or more times in one 
sampling interval. Even our small-
est machine with a 10-bit input 
and 2-bit output had about 1,000 
parameters, so that its maximum 
sampling rate with a I-microsec-
ond cycle time would be about 1 
per second-lO times slower thari 
a human operator. 

"These figures can only be rough 
guides to the problems involved, 
but they indicate the difficulties in 
realizing a machine with even a 
fraction of the speed and adapta-
bility of man-and eventually we 
must aim to surpass him. 

"The computations involved in 
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machine-learning were obviously 
more suited to the parallel, multi-
processor operation of the analog 
computer, than to the sequential, 
multiplexed single-processor opera-
tion of the digital computer. Matrix 
inversion, for example, is per-
formed simply and rapidly by nets 
of resistors, whereas it is a long 
and difficult computation on the 
digital computer. 

"In the course of our research 

Brian R. Gaines 

we investigated many forms of ana-
log storage which might be used 
to hold the parameters of a learn-
ing machine. Capacitor, electro-
plating, electrolytic, transRuxor-
they all had their individual defects 
in cost, size, and reliability, but 
the general deficiency was in the 
difficulty of integration into the 
over-all system. The external cir-
cuitry required to adjust the stored 
value and use it to multiply other 
variables exceeded the original de-
vice in complexity, size and cost. 

Build around le's. "It became 
obvious that the only device tech-
nology advancing rapidly enough 
to satisfy our requirements for 
large numbers of computing ele-
ments at low cost was that of in-
tegrated circuits. And it was de-
cided to concentrate on new meth-
ods of computing with standard 
digital devices-gates and Rip-Rops 
-rather than develop new forms 
of devices. In particular we wish 
to be in the position to take full 
advantage of large-scale integra-
tion. 

"Eight years ago we would have 
built a learning machine with vac-
uum tubes and relays, and it would 
have been massive, unreliable and 
useless. Four years ago we would 
have built it with discrete semicon-
ductor devices and it would have 
served as a demonstration of prin-
ciple-but the cost and size of a 
powerful machine would have been 
prohibitive. Today's integrated cir-
cuits make stochastic computing 
elements the most economical 
means of realizing learning algor-
ithms, but are not yet sufficiently 
low in cost for commercial produc-
tion of a learning system. In a few 
years time we shall have complex 
tllTays containing hundreds of 
gates and Rip-Rops interconnected 
as a complete system." 

At STL, Gaines and others de-
veloped a family of stochastic 
computing elements and studied 
applications to problems of data-
processing, automatic control, ra-
dar and pattern recognition. He 
points out that the only com-
mercial data-processing device that 
now uses a stochastic representa-
tion of analog data is the Enhance-
tron made by Nuclear Data Inc. 
of Palatine, Ill. This unit is used 
in the study of biological responses 
to stimuli and replaces an analog-
to-digital converter and a digital 
adder with a stochastic compara-
tor and digital counter. 

Gaines also reports that another 
type of stochastic computer has 
been developed independently at 
the University of Illinois under 
J.W. Poppelbaum as part of a 
program on optical data processing. 
The report of that work in Elec-
tronics, Dec. 12, 1966, spurred 
Gaines to write his article. 

As a consultant to STL'S New 
Systems division, Gaines, who re-
cently completed his doctoral re-
search on the human adaptive 
controller at the Cambridge psycho-
logical laboratory, developed the 
stochastic computer described in 
this article in close collaboration 
with J.H. Andreae, who is now at 
the University of Canterbury, 
Christchurch, New Zealand. It 
was constructed by P.L. Joyce of 
STL. It is the first computer to be 
developed as a result of this re-
search, and is particularly fascinat-
ing because it uses what is nor-
mally regarded as a nuisance or 
waste product-random noise. 
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not patterned, a statistically independent sequence 
is obtained by delaying the input for one clock 
pulse. 

A unipolar multiplier may be used as a squarer 
by interposing a delay flip-flop in one input. The 

C =-A·g 
E" ::- EYt/ 

same may be done with the other multipliers, a 
delay in both UP and DOWN lines being required for 
the two-line representation. 

Flip-flops used in this way perform as stochastic 
isolators, acting to remove the correlation behveen 
two sequences with a similar pattern. 

Summers: having seen how readily inversion and 
multiplication is performed by simple gates, one is 
tempted to assume that similar gates are used to 
perform addition. However this is not so-stochas-
tic logic elements must be introduced to sum the 
quantities represented by two stochastic sequences. 

For example, consider two sequences in single-
line bipolar representation, one representing maxi-
mum positive quantity and hence always ON, the 
other representing maximum negative quantity and 
hence always OFF. The sum of these quantities is 
zero and should be represented by the stochastic 
sequence with equal probabilities of being ON or 
OFF. But a probabilistic output cannot be obtained 
from a deterministic gate with constant inputs; 
stochastic behavior therefore must be built into 
the summing gates of the computer. 

Stochastic summers may be regarded as switches 
which, at a clock pulse, randomly select one of the 
input lines and connect it to the output. The output 
line denotes the sum of the quantities represented 
by the input lines. The sum is weighted according 
to the probability (V2 in the schematic below) that a 
particular input line will be selected. The random 

~----.--<' P16/ T/rL 
/l/O/~'e 

Cl-OCK 
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selection i.s performed by internally generated sto-
chastic sequences, obtained either by sampling 
flip-flops triggered by a high bandwidth noise 
source, or from a delayed sequence of a central 
pseudo-random shift register; these sequences are 
called digital noise. 

Two-input stochastic summers with equal weight-
ing are shown. Identical circuits are used for uni-
polar and single-line bipolar quantities while for 
two-line bipolar representations, an additional in-
hibitory gate reduces the variance of the output. 

That addition does occur may be confirmed by 
examining the relationship between input and out-
put probabilities for the gates below. Assuming 
symmetrically distributed digital noise, we have: 

1 1 
P (C) = "2 p (A) + Z p (B) 

and hence 

E+ 1 E 1 El 
-Y =2V+ZV 

so that 

E+ = ~ (E + El) 
2 

which is normalized addition in the unipolar case 
and for the Single-line bipolar case, too. 

Integrators: The basic integrator in a stochastic 
computer is a digital counter. In the unipolar rep-
resentation the counter is incremented by one if 
the input line representing the quantity to be in-
tegrated is ON and not incremented if it is OFF. If 
the counter has N +1 states, corresponding to an 
output range of 0 to + V, then the value of the 
integral when it is in its k'th state is kiN. 

In the bipolar cases, a reversible counter is 
required since both positive and negative quan-
tities occur. In the bipolar single-line representa-
tion, the counter is incremented by one if the input 
line is ON and decremented by one if it is OFF. In 
the bipolar two-line representation, the counter is 
incremented by one if the UP line at the input is 

I 

r 
I 
o 

"""'Eo'-. -_ .• N -r / I 
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ON, decremented by one if the DOWN line is ON 
and does not change its count if the two lines are 
both ON or both OFF. If the counter has N +1 
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states, corresponding to an output range of -V to 
+ V, then the value of the integral when it is in 
its k'th state is 

/ Edr = (~ - 1) V 

This quantity, to be used in further computations, 
must be made available as a stochastic sequence. 
The sequence is generated by comparing the binary 
number of the counter with a uniformly distributed, 
binary random number obtained from a central 
pseudo-random shift register or a sampled cycling 
counter. 

In the unipolar and single-line bipolar representa-
tions, the comparator output line is ON if the stored 
cciunt is greater than the random number. 

Two-input stochastic integrators with gating at 
the input of the counters, form the integral of the 
sum of the input lines. A HOLD line prevents the 

E 

J);)IW 
! A/U/se 

input lines from affecting the counter and an inte-
grate or hold mode. The normal integrator symbol 
is used for the over-all device. 

Readout with addies 

An integrator with unity feedback is called an 
addie (adaptive digital element). It averages the 
quantity represented at its input, weighted by a 
decaying exponential term, so that past values 
have progressively decreasing effect on the integral. 
The analog equivalent of an addie is a leaky inte-
grator (an integrator with resistive negative feed-
back) with the transfer function 1/ (s + 1). 

In terms of the stochastic sequences the frac-
tional count in the addie tends to an unbiased 
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estimate of the pro~ability that the input line will 
be ON at a clock pulse. The time taken by an addie 

£e I: 

to form an estimate of this probability is directly 
proportional to the number of states of its counter. 
The probable error in the estimate, however, is 
inversely proportional to the square root of the 
number of states. Thus any quantity represented 
by a probability in the stochastic computer may 
be read out with an addie but the more states, the 
longer the time constant of smoothing and the 
lower the bandwidth of the computer. 

Integrators or addies have binary representation 
of quantity in their counters and form the natural 
output interface of the stochastic computer. Inte-
grators with HOLD lines OFF also form the input 
interface for digital or analog data, since binary 
numbers may be transferred directly into the 
counter to generate a stochastic output sequence, 
and analog quantities may be easily converted to 
binary form . 

Similarly an integrator may be used to hold a 
multiplying constant, and thus act as an analog 
potentiometer if coupled to a multiplier. Arbitrary 
functional relationships may be realized by im-
posing a suitable non linear relationship benveen 
the stored count and the stochastic output; for 
example, to represent a switching function in the 
single-line bipolar case, use an integrater whose 
output is on when the count is equal to or above 
mid-value, and off when it is below mid-value. A 
pair of integrators coupled with appropriate sta-
bilization can be used to generate sine and cosine 
functions. The generation of damped harmonic 
waveforms with nvo stochastic integrators is below. 

Generation of stochastic sequences 

The central problem in constructing a stochastic 
computer is the generation of many random se-
quences. Each integrator requires as many separ-
ate sequences as there are flip-flops in the inte-
grator counter. The sequences must be neither 
cross correlated nor autocorrelated, and must have 
known, stable generating probabilities. 

The independent sequences, however, need only 
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have a probability of 1/2 , since any other probability 
may be obtained by appropriate gating. One tech-
nique for generating stochastic sequences with a 
probability of 1/2 uses sampled Hip-Hops toggling 
rapidly from a noise source. NAND gates may be 

CLOCK 

p (C) = [l-p (A)] + p (A) p (B) 3 
4 

used to convert a number of these sequences to 
one sequence with any required generating proba-
bility. Generating digital noise in this way is 
attractive since radioactive or photon emitting 
sources may be coupled directly to semiconductor 
devices to form random pulse generators. 

The Mark I stochastic computer built at Standard 
Telecommunications Laboratories had six 10-bit 
integrators, each with its own internal digital noise 
source consisting of 10-bit counters cycling at a 
high clock frequency. These counters were sampled 
at a much lower anharmonic clock frequency to 
give an effectively random output. This was not a 
practical arrangement, however, since the sampling 
frequency had to be so low, 500 hz, that the over-
all bandwidth of the computer was only 0.1 hz. 
As an experimental tooi, however, it did allow a 
check out of the conBgurations, such as the stoohas-
tic integrator, whose behavior is difficult to deter-
mine theoretically. 

Pseudo-random shift registers 

In the Mark II, now being constructed, entirely 
different techniques are used to reduce its size and 
cost, while increasing the clock frequency to 1 
Mhz. A single pseudo-random shift register gen-
erates stochastic sequences for all computing ele-
ments. Different sequences for each element are 
obtained by appropriate exclusive-oR gating of the 
shift register outputs, giving delayed replicas of 
the sequence in the shift register itself. Such a 
generator, with 43 Hip-Hops, is capable of delivering 
random sequences to 100 16-:bit integrators for one 
hour without cross-duplication. 

Serial arithmetic is used in the integrators of 
the Mark II so that the counters may be built with 
shift registers and fewer gates may be used in the 
comparators. In this way a 16-bit stochastic inte-
grator may now be fabricated from only six dual 
in-line packages. A clock frequency of 16 Mhz in 
the shift registers produces a clock frequency of 
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1 Mhz in the computer, and respectable bandwidths 
of 100 hz or so are attained. 

The use of pseudo-random noise is experimental 
because little is known about its high-order dis-
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tributions that may cause bias in computations. 
It is possible that conventional gates and Hip-Hops 
will not ultimately be used to implement the sto-
chastic computer. 

At particle level, random behavior is generally 
the rule, and stochastic computing may be the most 
direct means of utilizing the high-speed interactions 
between photon, electrons, alpha particle, and so 
on. OR-gates and attenuators are available for these 
particles, and only some form of coincidence gate 
and storage element is required for computing. 

Application of stochastic computers 

The stochastic computer is at a stage of rapid 
development where prediction of its future appli-
cations is difficult. Apart from designing the basic 
hardware, we have also carried out analytical and 
simulation studies of various learning-machine sub-
systems built with stochastic computing elements. 
The purpose has not been so much to design hard-
ware for these subsystems, but rather to discover 
universal complexes of computing elements which 
will be suitable for large-scale integration. 

The only immediate commercial application of 
stochastic computing techniques has been in a 
pseudo-stochastic maohine for radar and aircraft 
navigation systems developed at STL. The conver-
sion of range and bearing to x and y coordinates 
for the generation of the radar sweep on the plane-
position indicator for instance, is normally per-
formed by analog computing elements, which are 
subject to drift and some degree of unrelia:bility. 
The all-digital stochastic computing elements may 
be used in a similar· configuration to perform the 
same function with higher reliability and increased 
accuracy. 
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while erase time is a second and a 
half. 

The first order of business at the 
Kingston labs is to solve the tip-
ping problem. 

Computers 

Dropping the guard 

When a computer must work in 
an area cluttered with electromag-
netic pollution, the traditional step 
is to protect its sensitive signals 
by shielding the entire machine 
with nOise-absorbing screens. That 
approach is fine when the computer 
is being used in a factory, where 
space and weight are not at a 
premium. But in a missile or an 
airplane, where a fe\v pounds and 
a few cubic inches count heavilv. 
screening may be a bit of a prob~ 
lem. Now at the University of Illi-
nois, a group of computer research-
ers has designed a series of analog 
computer circuits that depend on 
noise and therefore needn't be pro-
tected from it. 

In the circuits, developed under 
the supervision of W.}. Poppel-
baum, an electrical engineering 
professor, an analog quantity is rep-
resented by the average value of a" 
sequence of randomly spaced 
pulses. The pulses are gen€rated 
from white noise and a trigger\level 
proportional to the analog signal. 

Shaping the noise. The pulses 
are shaped and clipped so that all 
have the same duration and am-
plitude. Two or more such pu~se 
trains applied to an ordinary diode 
AXD gate, shown below, produce a 
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random pulse sequence at the out-
put; the average value of this se­
quence, after again shaping and 
clipping, is proportional to the 
product of the original analog quan-
tity. 

The quotient of two analog quan-
tities can be obtained with a feed-
back network, shown below. In this 
network a random sequence gener-
ator produces a pulse train repre-
senting a quotient. An AND gate 
forms the product of the quotient 
and the divisor; the product is then 

I 

tic operations, theoretically almost 
any problem can be solved. The 
speed is limited only by the width 
and average frequency of the noise 
pulses; fractional nanosecond noise 
pulses can be obtained from a diode 
reverse-biased close to the ava-
lanchepoint, providing a frequency 
response in the neighborhood of 
500 megahertz. 

The principal limitation to the 
circuits, as with any analog system, 
is in their precision. For example, 
a problem might be solved to a 

~~~~~~--~"-'MM~ ~P,'-'--~~--.-'j 

1 
H ·1,-1 ---41--_ z· t x------

y~----~~~~-- 'I J 
Ordinary AND gate, a comparator, and a pulse generator compute 
the quotient of two analog quantities. 

compared with the dividend. If the 
two are unequal, the random se­
quence generator is automatically 
adjusted to make them equal. 

The 'sum can be obtained just 
like the product, by using a diode 
OR gate, but a conventional adder 
network (a number of equal resis-
tors with one common connection) 
is cheaper and works just as well. 
Likewise, the difference of two 
analog quantities is the sum of one 
and the logical inverse of the other; 
if the basic pulse train has positive-
going pulses from a negative refer-
ence, the inverse would have the 
same voltage swing but negative-
going pulses from a positive refer-
ence. 

Problem-solving. With a suffi-
ciently large number of units for 
performing the four basic arithme-
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precision of 1% by taking the aver-
age value of 1,000 noise pulses; 
but 10 times the precision, or 0.1 %, 
would require an average of per-
haps 100 times the number of 
pulses. A very complex analog com-
puter with a limited degree of pre-
cision can be designed at a fraction 
of the cost of ordinary analog ma-
chines that use operational ampli-
fiers; but the circuits cannot eco-
nomically approach the precision 
of digital computers. 

AiAA meeting 

Closer link 

The dinosaur is extinct because it 
couldn't respond fast enough to at-
tacks from the rear. The communi-
cations network between brain and 
t'1il was too lossy. 

The Avco Corp:s Electronics di-
vision in Cincinnati has developed 
a new approach to airborne high-
frequency communication in order 
to prevent lossy communications 
aboard flying behemoths. The sys-
tem will go into the C-5A, a heavy 
logistic transport aircraft being 
built for tbe Air Force by the Lock-
heed Aircraft Corp. 

Analog multiplication, using noise, can be performed with an AND gate. 

To avoid stringing a lossy co-
axial cable 260 feet from the cock-
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