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COMPLETE SPECIFICATION. 

Stochastic Computing Arrangement. 

Wc'1- STANDARD TELEPHONES AND CABLES 
LIMITED, a British Company, of STC 
House. 190 Strand, London, W.C.2. 
England, do hereby declare the invention, 

5 for which we pray that a patent may be 
granted to us, and the method by which 
it is to be performed, to be particularly 
described in ,and by the following state-
ment:- ' 

10 The present invention relates to a form 
of computer which has particular applica
tion to computation with continuously vari
able quantities, for example in process con
trol. 

J 5 According to the invention there is pro-
vided a computer including a digital corn· 
puting element or elements, means for re· 
presenting input information stochastically 
by the probability that a level in a clocked 

20 sequence of logic levels will be ON, means 
for applying the information so represented 
to the computing element or elements 
wherein computation is performed in a digi
tal manner and means for converting the 

25 stochaslically represented outputs of the 
computing element or elements to ana· 
logue or digital values. 

The invention resides also in the method 
of representing quantities for computation 

30 and in apparatus for computation. simula· 
tion, pattern-recognition, model.formation, 
training and teaching. prediction. signal
detection, automatic control, regUlating re· 
actions or for process control which uses 

3S the method of representing quantities or 
events which is herein described. 

The phase "computing arrangement" in
cludes devices capable of executing aoth-

[Price Ss. Od.] 

metical operations and also processors for 
coded signals representing, for example. 40 
audio or visual signals (e.g. special purpose 
speech and pattern recognizers) as well as 
devices which carry out tests and impli
ment decisions based on numerical com-
putations. 4S 

According to a particular aspect of the 
invention quantities or events are normal-
ised so as to take a value in a standard in
terval (for example, in an electronjc analog 
computer, the voltage range 0 to I) and a 50 
value occurring in the calculation is pre
senled by the sequence of logic levels or 
states in which the probability of a par
ticular level being present or of a particu-
lar state occurring equals the normalised SS 
value. 

According to further features of the in
vention the computing arrangement oper
ates in a ternary logic scheme or in a thresh-
old logic scheme. 60 

In various preferred embodiments here
inafter described and illustrated, the in
vention provides an analog computer for 
the solution of differential equations, a 
non-linear stochastic converter, a control 65 
for a d;stillation column, a random delay, 
a Bayesian predictor and estimator, a com
puter using 'steepest descent' methods, a 
model-reference adaptive controller. a 
bang·bang or optimal relay control device, 70 
a flexible patch-board, an adaptive filter for 
the detection of signals in noise, an adaptive 
filter for the detection of randomly phased 
repetitive signals. a data smoothing and 
stock control processor, a LapJacian oevice 75 
for solving Laplace's equation with pr. 
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scrihed boundary conditions, and an ar
rangement of slIch devices. 

The invention can be realillcd using elec
tronic cireuit elements, borb analog and 

5 digital, which may be for example. conven
tional macro-circuits, or integrated circuits 
or olher forms of micro-circuit. It can also 
be realised using pneumatic or hydraulic 
elements, chemical. mechanical, thermal. 

10 radioaction or optical components or olher 
devices which are capable of reaJising 
numerical or logical computation or of re
alising a sequence of states or levels. 

The various embodiments of the inven-
J 5 tion hereinafter described utilise compon

ents which for the most part operate in real 
time, but the general stochastic computing 
arrangement however utilises elements 
which take into account behaviour of 

20 sequences in pa&t time. If a memory ele
ment is used which differs from the usual 
store elements (e.g. ferrite or magnetic core, 
delay line, circulating register. charge on 
a capacitor) and for example from OUr 

25 adaptive element described later with re
ference to Fig. I (e) and Fig. 15, then the 
circuitry to read out the stored value in 
a stochastic manner, and the method of 
calculating with the value which is read 

30 out, and the method of representation of 
the said value, all fall within the scope of 
'our invention. 

There is an ineluctable error factor asso
ciated with the measurement over only a 

35 finite time of the statistical properties of a 
sequence. 

The sequences of states or JeveJs there
fore represent the values of quantities to 
only a finite degree of precision. The accur-

40 acy of a measurement can in general be 
increased by averaging over a larger sample. 
The theorems of statistical decision theory, 
as developed by Pearson, Neymann and 
Wald. provide methods for expressing the 

45 degree of accuracy to which a quantity is 
known. subject to an assigned acceptable 
probable error, the uncertainty being cap
able under suitable conditions of being 
stated as an explicit reJationship. 

50 Estimates of and inferences about the 
values of quantities are then made on the 
basis of the values observed. the bounds 
of the error being known in closed form. 

Configurations of elements operating ac-
55 cording to the invention can be used to 

perform several calculations simultaneously. 
A computer wherein the results of cal

culations in one section are used to con· 
trol the time-scale of another section may 

60 be realised according to the invention. 
The invention further resides in the ar

rangement in which a digital computer pro
vides the clock pulres which control the 
times of operatioDS in the stochastic com-

65 puter which is berein described. 

The invcntion also resides in a comput, 
ing arrangemcnt of the kind described 
wherein peripheral equipment which in
cludcs analog interfaces or digital inter
faces is provided, and equally where the 70 
computing arrangcment is used with no 
input from the external world (e.g. as an 
analog computer for the solution of differ
ential equations). 

The above mentioned and other features 75 
of the invention will become more appar-
ent and the invention itself will best be
understood by reference to the following 
description of various embodiments of the 
invention taken in conjunction with the 80 
drawings accompanying the Complete 
Specification. in which:-

Fig. 1 is a list of the symbols used. 
Fig. 2 illustrates a ternary logic element 

together with a table of its values. 85 
Fig. 3 is a so-called cross-coupled flip-

flop (CCFF). 
Fig. 4 is an arrangement which utilires 

a CCFF and which functions variously as 
a multiplier or adder. . 90 

Fig. 5 is a multiplier for the affine sym
metric representation, 

Fig. 6 illustrates a muliiplier for the so-
called affine asymmetric reprerentatioD, 

Fig. 7 is an isolator. 95 
Fig. 8 is a simple squarer, 
Fig. 9 is a two-input adder for the affine 

reprerentations. 
Fig. 10 is an analog-to-stochastic con-

verter. 100 
Fig. 11 is a digital-to-stocbastic (:OD

verter. 
Fig. 12 is a two-input stochastic inte

grator. 
Fig. 13 is an integrator used with one 105 

input, 
Fig. 14 is an integrator ured as an 

adaptive element, 
Fig. 15 is a multiplier having analog in-

puts and an analog output. 110 
Fig. 16 is a squarer for analog inputs 

and has an analog output. 
Fig. 17 is an adder having analog inputs 

and an analog output. 
Fig. 18 is an adder which utiUres a 115 

CCFF. 
Fig. 19 is a cross-correlator in wbich 

quantities are represented in the affine sym
metric representation, 

Fig. 20 is a stochastic computer for the 120 
solution of differential equations. 

Fig. 21 is a random delay element. 
Fig. 22 is a non-Unear stochastic COD

verter, 
Fig. 23 is a four-state switching function 12S 

generator, 
Fig. 24 is a stochastic divider, 
Fig. 25 is a stochastic square root solver, 
Fig. 26 is a stochastic subtractor, 
Fig. 27 is a stochastic divider, 130 
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Fig. 28 is a stochastic averager and 
divider. 

Fig. 29 illustrates a stochastic computer 
attached to the control of a distillation 

5 column, 
FiIT. 30 is the estimating section and 
Fig. 31 the predicting section of a Bayes

ian predictor and estimator. 
Fig. 32 is a computer which uses 'steepest 

10 descent' methods, 
Fig. 33 is a steepest descent computer 

used as a divider, 
Fig. 34 is a 'bang-bang' or optimal relay 

control device. 
15 Fig. 35 is an adaptive filter for the detec-

tion of randomly phase repetitive signals, 
Fig. 36 illustrates the use of adaptive 

elements as a data smoothing system. 
Fig. 37 is a device for solving Laplace's 

20 equation with prescribed boundary condi
tions, and 

Fig. 38 is an arrangement of the devices 
of Fig. 37 whereby a solution of Laplace's 
equation is obtained which is valid over 

25 an area and which satisfies prescribed 
boundary conditions. 

In Fig. I (a) is an AND gate and will be 
defined both for ternary logic schemes and 
for binary logic. In ternary logic three states 

30 are given, ON, OFF and OPEN, which in 
one convention correspond to minus. plus 
and zero volts respectively. An AND gate 
has several inputs and a single output. the 
value of the output being ON if and only 

3S· if all the inputs have value ON. being 
OPEN if at least one input is OPEN, and 
OFF otherwise. In binary logic the opera
tion of the AND gale is the two-valued 
rcslrktiof1 of the ternary scheme i:c. the 

40 output is ON if IInd only j( all the inputs 
are On. and is OFF otherwisc. 

A particular ternary logic element is des
cribed later with reference to Fig. 2. 

Fig. 1. (b) is an OR gate, that is an 
4S element which has several inputs and a 

single output, the value of which is ON 
if at least one of the inputs is ON. is 
OPEN if all the inputs are OPEN. and is 
OFF otherwise. 

SO (c) is an inverter, that is a single input 
element whose output is On if the input 
is OFF, OFF if the input is ON, and OPEN 
if the input is OPEN. 

(d) is an isolator and is described later 
SS in more detail with reference to Fig. 7. 

(e) is a representation as a block-box 
of a so-called JK flip.flop, and 

(f) is a more complete representation 
of a so-called JK flip-flop; 

(j() (g) is a table relating the values of 
the inputs and outputs of a JK flip-flop 
in clocked operation. 

A JK flip-flop in clocked operation is a 
device which has two stable states, Q and 

Q. (The bar denotes complementation, i.e. 65 
inversion). 

Throughout the following paragraph. ON 
corresponds to I and OFF to O. 

A clock pulse is necessary to activate 
the device, and when it is applied. if there 70 
is no signal at J and at K. no change is 
made in the condition. An OFF a·t J and 
an ON at K causes the device to assume 

state Q = o. Q = 1, which v.alues (tre 
output, an ON at J and OFF at K causes 15 

the device to assume state Q = I, Q = 0, 
which values are output. Application of a 
'1' at both inputs causes the state of the 
device to reverse and gives the output of 
the complements of the contents before the 80 
the application of the signals. 

As a convention, where an input is 
shown grounded. it is assumed that it is 
ON. 

In the following diagrams the orienta- 8S 
tion on the page of for example the flip-flop 
box is immaterial. it being the number and 
sense of the inputs that determines the out-
put values. 

(h) is an analog-stochastic converter and 90 
is described in detail later with reference 
to Fig. 10. 

(i) is a digital-stochastic converter for 
some representation (where the fonn of re
presentation is important. this is noted) 9S 
and is described in detail later with refer
ence to Fig. 11; 

(j) is a Schmidt trigger occurring in 
Figs. 10 and 11, that is an element whose 
oUlput is ON for each period of time that 100 
an in put in excess of a ceria in value is 
presenl and whose output is OFF other
wise; 

0) is an integrator having facilitites to 
read out its count and to set an initial 105 
count. It is described in more detail later 
with reference to Fig. 12; 

(m) depicts the box which forms the 
abbreviation of. or symbol for, 'multiplier'. 
The constituents of varioLJs multipliers are 110 
listed in detail with reference to Figs. 4, 
5. 6 and 15 of the following drawings; 

(n) is an N-input adder, and is a 
straightforward generalisation of the 2-
input adder (k); 115 

(0) is a so-called cross-coupled flip-
flop and is described later in more detail 
with reference to Fig. 3; 

(p) is a ;table which relates the value 
of the output to the two inputs for sym- 120 
rnetric multipliers (these include Fig. 6), 
The inputs may take any of the values ON. 
OFF. OPEN. i.e. ,the logic scheme is tem-
ary 

(q) is the restriction of table (P) to 125 
the case where the inputs can only be either . 
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ON or OFF i.e. the restriction of ternary 
inputs to binary. As the outputs are either 
ON or OFF i.e. 'well formed' in the binary 
scheme. and hence meaningful, the restric-

5 tion is consistent. . 
Similarly. the restriction of the inverter 

of Fig. 1 (c) to binary operation is the 
natural one. 

(r) is the standard symbol for a capaci-
10 tor (these occur for example in Figs. 9, 

10, and 11); 
(s) is the abbreviation for the switch

ing function generator which is described 
later in more detail with reference to Fig. 

J 5 23; 
(1) is a Laplacian computing element 

and is described later in more detail with 
reference to Fig. 37; and 

(u) is a comparator in a servo control, 
20 in which an error signal is obtained by 

subtracting an achieved value from a 
theoretical value. 

Referring now to Fig. 2, the arrangement 
shown in (a) is a particular ternary logic 

25 element. 
An NPN ,transistor and a complement

ary PNP transistor are connected as shown. 
the values of all the resistances being equal; 
if ON is represented by a negative voltage, 

30 OPEN by no volts, and OFF by a positive 
voltage. then application of inputs to A 
and B yields the output given in table (b) 
of the figure. 

Ternary logic is of particular importance 
35 in artificial intelligence, simulation etc. be

cause the OPEN condition may correspond 
to, for example, the instruction 'go into 
random search mode' in a learning machine 
where insufficient information has been 

40 supplied for a YES or NO decision ,to be 
made. 

In the stochastic computer the use of tern
ary or high-valued logics (having three or 
more levels) enables analog data to be 

45 quantized with more levc1s and hence to 
be more accurately represented at any in
slant. 

British Patcnt Specification 1.099.574 
describes an information proccssing ar-

SO rangement which includes an adaptive ele
ment containing a store the value of which 
is continually randomly modified and a 
counter the value of which is repeatedly 
compared with the instantaneous value of 

55 the randomly modified store, being then 
appropriately modified according to the re
sults of the comparison. the adaptive ele
ment having associated therewith a limit 
store with adjustable setting the maximum 

60 setting of which does not exceed the greatest 
value expressil5le by the counter. the value 
of the randomly modified store being main
tained below the value of the limit store. 

Other logic schemes which might be 
65 utilized in stochastic computing are thresh-

old logic schemes with more than three 
threshold va~ues. Elements using such 
schemes are Important in pattern-recogni-
tion and classification schemes where 
majority ~ecision elements, quorum units 70 
and questions of separability arise. 

Digital techniques can be used to handle 
and process analog data more directly jf 
the analog quantities are represented not 
a~ yoltage levels nor as n-t.uples of binary 75 
d.lglts. but as the probabilIty that a. par
ticular binary or multi-level event will 
occur (or more generally as the probability 
that one configuration representing one of 
several possible events will occur). 80 

In . ~he conventional analog computer 
q~anhtJes are represented by voltage in a 
given range from zero up (asymmetric or 
single-quadrant) or centred about zero 
(symmetric or four-quadrant) and all 85 
quantities must be scaled to be 'represented 
within the range of voltages of the com
puter. 

The computing arrangement wherein 
quantities. e.g. analog variables. or events 90 
such as the occurrence of a particular 
symbol (e.g. on the retina of a pattern 
rec~~ition devi~e) are represented by 
statistical properties of states or of logic 
levels may be referred to as a stochastic 9S 
computer. Thus in a stochastic computer 
a quantity for example may be scaled so 
that the scaled value can be regarded as a 
probability whose value is not less than 
zero or. greater than one. Scaling for the 100 
stochas!Jc conwuter allo',Vs a greater variety 
of representations than ID the conventional 
computer since non-numeric quantities or 
events may be represented and no restric-
tion need necessarily be placed ul'on the ]05 
range of values of numeric quantitieS. Each 
event or quantity is represented in the com
puter by a sequence of logic levels or states 
of the inputs and outputs of the elements 
of the computer, and each sequence of logic 110 
levels or slales at thc inpul or output of 
an elemcnt of the computer represents an 
event or quantiLy. This representation is 
stochastic in that statistical properties of 
a sequence rather than the sequence itself 11 S 
are used to define the event or quantity, 
and hence only the probability that a given 
s7que~ce represents a given event or quan-
tity IS generally known, and conversely 
only the statistical properties of a sequence 120 
are generally constrained by the event or 
quantity it represents. 

The representation e.g. at one input to 
the computer may differ from that used 
elsewhere e.g. at an output. and hence the 125 
computation performed by a given type of 
element may vary according to the alter~ 
native representations (and hence the inter
pretations) of its inputs and outputs. Thus 
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particular repre~enla!ions will be prcferred 
for particular lypes of calculation. 

Corresponding to the symmetric repre
scntation of bounded quanlities on the con· 

S ventional analog computer by voltages in 
the range - E to + E there is the affine 
symmetric binary representation in which 
a quantity previously represented by a volt· 
age, V, is represented by a probability that 

10 a two-state device will be in one of its 
states (here called 'on'), this probability 
being defined by:-

V 
p(on) = 1(1 + -) (1) 

E 

In this representation the maximum volt-
IS age E is represented by a certainty that 

the binary event will be on, and the mini
mum voltage, -E, by a certainty that it 
will not be on (i.e.. that it will be 'off'). 
Zero voltage is represented by the device 

20 randomly "uctuating between its on and 
011 states with equal chance (or relative 
frequency over a period) of being in either. 
Thus in the affine symmetric binary re
presentation a binary device which over a 

2S period takes the state "on" with relative 
frequency p_ is taken to represent a cor
responding voltage V, where 

V = (2p - I)E (2), 

or, of course, any quantity of the magnitude 
30 V. 

Corresponding to the same representa
tion there is the affine symmetric ternary 
representation in which the inputs and out
puts of stochastic computing elements have 

JS three states, here called 'on' 'off' and 
'open'. A quantity V in the range -E 
to + E then does not necessarily have a 
unique representation and there are a range 
of statistiCa1 properties generating sequences 

40 of ternary levels which may represent it. 
The preferred representation is:-

In this representation the maximum and 
Itlllltll1UIl1 quantities nrc represented by the 
level being always on or always off respcc- 55 
tively, and the zero level may be repre
sented by a random fluctuation between 
these levels as before but is preferably re
presented by the open condition in an ele
ment. A sequence of levels of a ternary 60 
device with relative frequencies of on and 
off, p(on) and p(0fI) respectively will be 
taken to represent a corresponding quan-
tity, V. wbere;- -

V = [p(on) - p(off)] X E (9) 65 

To the asymmetric or singJe-quadrant 
bounded representation of quantities by 
voltages from 0 to E. corresponds the affine 
asymmetric binary representation:-

p(on) = VIE (10) 70 

Both in the symmetric and asmymetric re
presentations multi-valued logic of ternary 
or higher-order may be used. It will be 
called affine or linear if a sequence of 
states or logic levels is taken to represent 75 . 
a quantity which is a weighted sum of the 
relative frcquences of tbe states or logic 
levels in the sequence. Multi-level logic is 
generally capable of greater accuracy and 
speed than binary or ternary logic but re- 80 
quires circuit elements having greater com
plexity and hence generally greater cost and 
less reliability. 

The affine representions hitherto des
cribed are unsuitable for the .representa- 85 
tion of unbounded quantities and hence 
are· dilTicult to use in situations where these 
may arise. such as division of one quantity 
by another. In the asymmetric projective 
binary representation a quantity V greater 90 
than or equal to zero is represented by tbe 
probability tbat a two-state device or level 
will be in one of its states, this probability 
being defined by:-

p(on) - aV 1(1 +aV) (11) 95 

for V greater than or equal to zero, 

p(on) - VIE 
p(ofI) = 0 

4S p(open) = I-VIE 

wbere A is a scaling factor greater than 
zero. In this representation zero quantity 

(3) is represented by certainty that the binary 
(4) event will be off and infinite quantity by 
(S) the certainty that it will be on. A binary 100 

so 

(where on, off and open are, of course, 
mutually exclusive so that only one of 
them may occur at a time), 

for V less than zero, 

p(on) - 0 

device which over a period takes the state 
"on" with reJative frequency p(on) is taken 
to represent a corresponding quantity, V. 
where:-

p(on) 
V=-----

a (1 - p(on» 
(12) JOS 

p(off) 
p(open) -

-VIE 
l+V/E 

(6) 
(7) This representation is readiJy extended to 
(8) quantities which are whoJly negative by 
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multiplying these quantities by -I. In the 
symmetric projective ternary representation 
as in the previous ternary rerresentation 
there are a range of statistica properties 

5 generating sequences to represent a given 
level. 

10 

IS 

The preferred representation is: 

for V greater than or equal to zero, 

p(on) 
p(off) 
p(open) 

- aV/O+aV) 
- 0 
- l/(l+aV) 

for less than zero, 

p(on) 
p(ofI) 
p(opcn) 

- 0 
= -aY 1(1-aV) 
= 1/0-aV) 

()3) 
(14) 
(15) 

(16) 
(17) 
(18) 

In this representation a sequence of states 
of a ternary device with relative frequencies 
of on and off p(on) and p(ofI) respectively 
will be taken to represent a corresponding 

20 quantity V. where:-

V= 
p(on) p(off) 

(19) 
a(l-p(on» a(l-p(off») 

Some properties of stochastic sequences 
of states or levels should be mentioned. A 
sequence is said to be almost stationary if 

25 its statistics do not vary appreciably over 
a length of the sequence i.e. if the relative 
frequences of events. pairs of successive 
events etc. remain the same over a length 
of the sequence. A statistic of a sequence 

30 from a set of sequences is said to be an 
unbiased estimator of a quantity jf the 
mean value of the statistic over the set of 
seq uences tends to tha t quantity as the set 
of sequences becomes larger. A sequence 

35 is said to be Markovian of zero order or 
not autocorrelated if the probability of oc
currence of a state or level jn it is not 
affected by the events in the sequence pre
vious to that event, i.e. if knowledge of 

40 the past history of the seq uence does not 
aid in predicting its future events course; 
otherwise the sequence is said to be auto
correlated. A sequence is said to be Mar
kovian of order N or autocorrelated to 

. 4S depth of N if the probability of occurrence 
of a state or level in it depends on the pre
vious N states or levels but is independent 
of those preceding these. One sequence is 
said to be cross-correlated with another 

SO if the probability of occurrence of a state 
or level in it depends on the concurrent 
state or level of the other sequence. A 
set of sequences is said to be pseudo-ran-

. dam if the relative frequency of occurrence 
SS of a level or state in one is independent of 

the concurrent levels and states in the 

others. A sequence is said to be pseudo
random to depth N if it is possible to form 
a set of N sequences by delaying it through 
zero. one. two etc. events, which set is 60 
itself pseudo-random. 

In stochastic logic it is preferred to deal 
with sequences which are not autocorrelated 
and are unbiassed estimators of the quan
tities they represent. Also when two se- 6S 
quences are made to interact it is preferred 
that they are not cross-correlated. However 
for some computations use of such -se
quences is unavoidable and in others may 
be desirable, since the conditional proba- 70 
bilities inducing autocorrelating may them
selves be used to represent quantities or 
events, and similarly for re<l:sons of sim
plicity or economy it may be desirable to 
use pseudo-random rather than truly sto- 75 
chastic sequences. 

For accuracy, the sequences used should 
be almost stationary, and hence the speed 
or dynamic range of the processing of these 
sequences should be much greater than the 80. 
dynamic range of the quantities they repre
sent. This restricts the dynamic range of 
the computer. 

Parameters whose state or level may be 
statistically constrained to generate sto- 85 
chastic or pseudo-random sequences are 
already to be found in many mechanical, 
hydraulic, pneumatic, thermal, electrical, 
electronic and radioactive devices or sys
tems involved in process regulation and 90 
control, computation. and the system of 
stochastic representation of quantities here-
in described may be applied to them di
rectly so that relatively simple elements 
within these systems may be used in rela- 95 
tively complex calculations. and in particu-
lar numerical or quantitive calculations may 
be carried out by digital or logical ele
ments. The preferred realisations of the 
computing elements of a stochastic corn- 100 
puter are, however, in general electronic, 
since electronic digital components are 
available in small size with high speed and 
high reliability. The mode of operation and 
logic diagrams herein described might 105 
equally apply to other components, in par
ticular to pneumatic logical elements, and 
these arc in no way excluded. 

Parameters whose states or levels in their 
relative frequency of occurrence may be 110 
used to represent events or quantities in
clude for example the intensity, frequency, 
mark-space ratio and pulse width or other 
pulse-coded parameters, carried in single 
or multiple lines of electrical, pneumatic or 115 
other signals. We distinguish between syn
chronous or asynchronous forms of com
putation: in synchronous computation the 
states or levels of all devices and their in
puts and outputs within the computation 120 
may change only at given instants of time 
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often defined by the occurrence of a clock
pulse common to all computing elements; 
in asynchronous computation thc states and 
levels of somc or all of the devices may 

5 change at instants not common to all the 
devices and often determined by the pro
perties of the devices themselves. Since the 
computationselTectcd by a device depend 
on the instants at which it may change state 

JO it is necessary for the sequence of instants 
at each device to be well defined at least 
in its statistical properties. In fun syn
chronous logic this is readily achieved since 
a single clock pulse may be used to acti-

15 vate the whole computer, but in asynchron
ous logic this must be done separately for 
each asynchronous group of elements with
in the computer. Because of Ihis asyn
chronous logic is often used for computa-

20 tions which may be done uniformly in time 
so that individual elements may run at 
their natural rate and synchronous logic is 
often used when the time scale of the whole 
or part of a computer is to be under con· 

25 trol. In many computations: a mixture 
of asynchronous and synchronous elements 
may be used and in particular one part 
of the computer may control the clock 
pulses and hence the time scale of another. 

30 In the following description synchronous 
computing elements will be described in 
detail since these arc generally the more 
complex. Tlte modifications or omissions 
necessary for their asynchronous use arc 

35 not given in detail. 
The basic elements of a synchronous 

logic system arc boxes with input and out
put lines plus a clock pulse line. The in· 
put lines are connected to the output lines 

40 of other boxes and have logic levels ap
plied to them. The output lines are at 
logic levels according to the state of the 
box. When a clock pulse is applied the 
outputs and state take new values depend-

45 cnt upon the inputs and the previous state. 
The logical inverter (c) of Fig. I gives 

the output on when ils input is orI. lhe 
output off when its input is on and the out
put open when its input is open. Thus 

SO when used as a stochastic computing ele
ment it implements the following compu
tations: - with the affine asymmetric bin
ary representation: 

(22) 

The term 'independent event' is used in 
statistics to mean an event whose proba
bility of occurrence is not affected by the 65 
probability of occurrence of other events. 

A probability is a function whose value 
lies in the interval zero to one, end points 
included. 

Consider two independent events with 70 
probabilities PI and PI' 

The probability of their joint occurrence 
is p! times p~. If Pi and p, represent the 
normalised values (in the interval zero to 
one) of analog quantities VI and V 2• Pt 7' 
times P2 (also in the interval zero to one) 
represents the value of the product VI 
times Vz' The output of the binary AND 
gate illustrated in Fig. I (a) is one when both 
inputs equal one and zero for any other 80 
combination of inputs. Hence if the pro· 
babilities of levels applied to the two inputs 
are such that the probabilities that the in
puts are ON are PI and P2 respectively. 
then the probability that the output is ON 85 
is PI times P:. representing a value VI 
times V2• 

Thus in the affine asymmetric binary re
presentation multiplication in the stochastic 
computer is carried out by a single AND 90 
gale. 

The product of three or more quantities 
in this representation is obtained as the 
output of a three or more inputs AND 

p~ " 
In what follows, no confusion will result 

if the sign + is used for ·the switching con
nective OR and juxtaposition is used for 
AND. Where arithmetical addition and 
multiplication are intended. this will be 100 
clear from the context. A bar over a 
quantity denotes its boo lean jnverse. 
i.e. 

a = 0 if and only if a = I. 

a = I if and only if a o. 

The circuitry for multiplication in the 
affine symmetric binary representation is 
shown in Fig. 6. If levels a and b are ap
plied as shown. the input to AND gate 1 

105 

VI = E-V (20) is a b and to AND gate 2 is a b. The 110 

ss 

60 

With the affine symmetric binary and 
ternary, projective symmetric ternary. hy
perbolic binary and trignometric binary it 
implements additive inversion: 

VI = -V (21) 

With the projective binary representation 
it implements multiplicative inversion: 

output of OR Gate 3 is then a b + a b. 
which is the representation of the scaled 
product of the quantities represented by 
the sequences containing a and b. 

This multiplier is an 'equality' gate which l1S 
gives an ON output if and only if its in· 
puts are the same. 

To multiply three or more quantities in 
the affine symmetric binary representation 
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two or more of the multipliers (equality 
gates) described may be used in cascade. 

The multiplier in the afllne symmetric 
ternary representation which is identical in 

5 logical form to that of Fig. 6, will best be 
understood in conjunction with the truth 
table (p) of Fig. 1. The output line is on 
when both inputs are on or both off; it is 
ol! if one input is on and the other is off; 

10 it is open if either input is open. Care 
must be taken in the definition of the logi
cal elements used to show the realisation 
of the multiplier. The AND gate acts as 
before giving the output on if both its in-

J 5 puts arc on, ol! if one is on and the other 
01T. or jf both arc off, and the output open 
if either of its inputs arc opcn, the inverter 
gives the oUlput on if its input is olT, the 
output of! jf its input is on and open it its 

20 input is open. The OR gate gives the 
output on if any of its inputs arc on, ol! 
if none of its inputs are on but one or 
more are off and open if all its inputs are 
open. 

25 The multiplier for the projective binary 
representation will be best understood after 
consideration of the cross-coupled flip-flop 
of Fig. 3. At a clock pulse the state of the 
flip-flop may be changed as already des-

30 cribed to a state which depends upon its 
preceding state and the values of the inputs 
X and Y. The output Z is equal to the 
new input X if the flip-flop has output Q 
on and equals the complemented new in-

35 put Y if the Q output is ON. 
This device realises the transformation 

p(Z) p(X) 
(23) 

p(Z) p(Y) 

and consists essentially of a flip-flop having 
an upper input X and a lower input Y. 

40 Y passes also through an inverter and Y is 
gated at an AND gate with the output Q. 

X is gated with Q at another AND gate 
and the outputs of the two AND gates are 
combined at an OR gate to give the output 

45 Z. 
Logical circuitry connected to its inputs 

can turn this device into an adder, multi
plier or divider in the appropriate repre
sentation. It is possible to use the output 

SO of the flip-flop as a direct output of the 
device and hence remove the two AND 
gates and the one OR gate, however the 
output is then auto-correlated to depth one 
which may cause difficulty in later calcu-

55 lation. 
Fig. 4 shows the use of a cross-coupJed 

flip--flop CCFF as a multiplier for the- pro-

jective binary representation. Considering 
equation (23), if we replace X by AB and 

Y by AB then 60 

P(Z) P(AB) 

P(Z) P(AB) 

Therefore 

P(Z) P(A)P(B) 
+ 

P(Z) P(A)P(B) 

or 

P(Z) peA) P(B) 
x (24) 65 

P(Z) peA) P(B) 

Since the logical inverter gives multiplica
tive inversion in this representation, the 
multiplier and inverter may be used to
gether as a divider. The box of Fig. I(m) 
can be used to represent the multipliers of 70 
Figs. 4-6 and 15. 

It will be noted that this is the first ex
ample of the use of an element requiring 
clock pulses for its operation; all previous 
devices described for inversion and multi- 75 
plication would work equally well in asyn
chronous logic. If -the CCFF is to be used 
in asynchronous logic then the clock pulses 
may be obtained from a local oscillator; 
or if the two inputs are mutually exclusive 80 
so that they cannot be on together then 
the occurrence of a change at the output 
may be taken to trigger a clock pulse. A 
combination of these two techniques may 
also be used in which the flip-flop is ar- 85 
ranged to act as its own local oscillator. 

The multiplier circuits described rely on 
lack of cross-correlation between the input 
sequences and hence if one is to be used as 
a squarer or several are to be used to raise 90 
a quantity to a higher power then it is in
sumcient to common the input lines since 
the inputs will then be identical and hence 
cross-correlated - in practice the quan
tities represented by input and output 95 
would then be the same. However pro
vided the input sequence is not autocorrc
lated an independent replication of it may 
be obtained by delaying it through one 
clock pulse. Thus a flip-flop used as a 100 
delay acts as an isolator. as shown for ex
ample in Fig. 7. Fig. 8 illustrates squarer 
circuity in terms of a multiplier and an 
isolator. 

The use of a delay as described above is 105 
important and whenever a signal takes ml;11-
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tiple paths in a stochastic computer statis
tical independence should be assured using 
single or multiple delays as isolators if 
necessary. 

5 AutocorrcJaled sequences when they 
arise may be reduced 40 non-autocorrclated 
sequences by the introduction of random 
delays whose maximum depth is greater 
than or equal to the autocorrcJalcd dcpth 

10 of the sequences. A circuit for doing this 
with autocorrelation depths up to four is 
shown in Fig. 21. Signals from random 
noise sources cause the triggers to change 
states at random intervals and hence to 

15 pass a pulse through the capacitors to the 
clock pulse lines of the nip-flops FFI and 
FF2 whenever the noise increases above a 
certain level. A single noise source may 
be used in common to the triggers pro-

20 vidcd their triggering levels are not the 
same. At a clock pulse flip-flops onc and 
two arc in random states which arc tram;
fcrrcd to /lip-Ilops FI'3 and FF4. The 
mean rale of random pulses from the trig-

25 gers should preferably be 10 or more times 
the clock pulse rate. Flip-flops FF5. FF6 
and FF7 are connected as a shift register 
to the input line and hold the previous 
states of the input line at unit delay, two 

30 delay and three delay. respectively. Flip
flops FF3 and FF4 gate the value of the 
output of one of these versions of the in
put or delayed input onto the output line. 
Thus at each clock pulse a randomly de-

35 layed replication of the input is presented 
On the output line. In alternative realiza
tions of the random delay flip-flops FFI 
and FF2 may be connected as a shift-regis
ter or binary counter to a single trigger and 

40 noise source; greater or lesser depths of 
random delay may be obtained by 'exten
sion or reduction in the circuit. in which 
case fee'dback may be necessary around 
the flip-flops connected to the trigger in 

45 order to prevent them assuming unwanted 
configurations of states. 

One example of computation with auto
correlated sequences is when a pseudo
random set of sequences are generated to 

50 represent quantities by mark-space modu
lation. In mark-space modulation a bin
ary signal of arbitrary frequency is used to 
represent a quantity by the ratio of the 
time on to the total time over an interval 

SS or to the time off over that interval. The 
signal is in the former case an example 
of the affine representations, symmetric or 
asymmetric according to the interpretation 
of the fully off condition, and in the latter 

60 an example of the projective representation 
or of the hyperbolic or trigonometric re
presentations. In fact mark-space modula
tion is a simple example of asynchronous 
representation by pseudo-random stochas-

65 tic sequences. The autocorrelation depth 

at a mark-space sequence depends on the 
extent to which its frequency of change of 
state is regular. It can be made small by 
using a varying or randomly varying fre
quency. The cross correlation between two 70 
sequences depends on the extent to which 
their frequencies are the same or integral 
multiples of onc another. Thus two mark
space ratio sequences are pseudo-random 

. and may be used as inputs to the multi- 7S 
pliers previously described and other com
puting elements to be described provided 
their frequencies are not integral multiples. 
This form of asynchronous, pseudo-ran
dom representation is readily extended to 80 
multi-level or multi-state sequences. 

In Fig. 9, the outputs of the first flip-
flop are applied to a second flip-flop which 
therefore emits an ON level to gate 4 and 
OFF to gate 5 or OFF to gale 4 and ON 8S 
to gate 5 with equal probability. The pro
bability of an output from gatc 6. P(Z), is 
therefore 1 (SlInt or probabilities of Olltputs 
frolll gates 4 and 5). i.e. !W(A) + P(O)] 
since the outputs of 4 and 5 never arrive 90 
simultaneously at 6, so that Fig. 9 is an 
adder. There is no difference between 
adders for the symmetric and asymmetric 
binary affine representations. 

We now describe more circuitry for the 9S 
implementation of addition in the affine 
representations and make some remarks on 
switching theory. The expression a + b + 
ab, representing a particular network of 
gates, is a redundant form of a + b. since ] 00 
the switching tables of the two functions 
are the same and the second function con· 
tains fewer terms than the first, i.e. the 
forms contain the same literals, but the 
second form contains fewer letters. If the 105 
simple OR gate is used for the purposes 
of addition in the affine representations, the 
output is not the sum of the input lines but 
in the affine asymmetric representation is 
their sum minus their products and a cor- 110 
responding function in the symmetric re-

. presentation. The product term is effec
tively absent, since the signal occurring for 
inputs on both lines is indistinguishable 
from that occurring for an input on one 115 
of the lines. Thus. although the OR gate 
is useful in some computations, stochastic 
logic is required to implement the opera-
tion of addition. To sum a number of 
lines. the unweighted adder for the affine 120 
binary representation chooses one of them 
at random and outputs the value of that 
line. Thus the output of a k-input adder 
is 1/ k times the sum of its inputs. H the 
input 1joes are chosen at random, they are 125 
chosen with equal probability. 

Referring again to Fig. 9, which illus
trates circuitry for stochastic addition in 
the case of two inputs (the two input adder 
(k) of Fig. 1), when the signal from the 130 

I 
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random 'noise source exceeds a preset 
threshold. a trigger pulse is applied to the 
clock input of a first flip-flop which then 
changes state because its inputs are 

5 grounded and is thus in a random state at 
the time of a clock pulse, when its state 
is transferred to a second flip-flop. The 
mean rate of random pulses for the trig
ger to the first flip-flop should exceed the 

10 clock-pulse rate preferably by a factor of 
at least ten. 

The similarity of the adder of Fig. 9 to 
the element previously described for re
moving autocorrelalion will be no led - in 

15 the latter, delayed versions of the :<lame in
put were selected at random whereas the 
auder of Fig. 10 selects onc of several dif
ferent inputs at ranuom. In fact the de
correlalor can be constructed from a ehain 

20 of isolators and an adder of the type des
cribed. Alternative realizations of the adder 
are possible when several inputs are to be 
summed and the same remarks apply as 
for the random delay. If equal weights are 

25 not to be applied to all inputs then either 
the inputs may be weighted by passing them 
through a multiplier one input of which 
is a sequence generated with constant pro
bability, or, preferably, biased probabilities 

30 may be used in the random selection of an 
input; the output sum is then weighted by 
the probability of selection of the input. 
The biased probabHities may be generated 
through the use of flip-Hops with random 

35 states gating the input lines or through 
other forms of generation of multi-state 
stoehastic sequences, or alternatively an 
adder with a large number of inputs may 
have these commoned in groups to the in-

40 coming lines so weighting the sequences on 
these lines. 

Since the logical inverter performs the 
operation of additive inversion in the affine 
symmetric representations it may be used 

45 in conjunction with an adder to obtain a 
subtractor. If the clock pulses to the ad
der are obtained from a local oscillator it 
may be used in asynchronous computation. 
for example with mark-space sequences. In 

50 an alternative realization of the asynchron
ous adder the lower flip-flop may be made 
a multivibrator, the noise source and trig
ger may be removed. and onc output of the 
lower nip.flop may be connected through 

55 a clIpacitor to lhe clock line of the upper 
flip-nop, the input lines of which arc 
grounded. In another alternative the. upper 
flip-flop may be replaced by a muItlvlbra· 
tor and the lower Hip-flop, trigger and noise 

60 source removed. In this case variable 
weighting may be obtained by varying the 
mark-space ratio of the Hip-flop. It is de
sirable if these asynchronous realizations 
are used with mark-space modulated se-

65 quences that the inputs and multivibrators 

do not have frequencies which are inte
grally related. Asynchronous adders with 
more than two inputs may be realised by 
applying these modifications to the multiple 
input adders described. If two or more 70 
multivibrators are used within a multiple 
input adder it is desirable that their fre
quencies are not integral multiples of a 
common frequency. 

Generation of random sequences in the 75 
computer may be required for various pur
poses. The stochastic adder has within it 
a random element and may generate a ran
dom sequence even when its inputs arc 
uelerministic. In general, however, the 80 
random sequences which carry information 
in a stochastic computer will be generated 
either internally as the oulput of stochaslic 
constants and integrators or externally from 
the conversion of events or analog or digi- 85 
tal quantities into a stochasticaUy coded 
form. For quantities, one element which 
does this is a comparator with binary out-
put, one of whose inputs is random or 
pseudo-random and the other of which is 90 
fixed (stochastic constant) or the stochastic 
integrator state. The only requirement on 
inputs to the comparator is that it should 
be possible to say which one is greater in 
magnitude and thus two voltages or two 95 -
digitally coded numbers or even two pres-
sures might be used. The random input 
is generally required to take a11 its possible 
levels with equal probability (though spe- . 
cific random distributions may be very use- 100 
ful for nonlinear conversion) and this may 
be achieved by random selection of its 
levels in a similar way to that in which an 
input was randomly selected by the adder 
of Fig. 9. 105 

Fig. 10 illustrates one generator of ran
dom sequences, the analog-stochastic con
verter (h) of Fig. 1. When the random 
noise from the noise source exceeds a cer-
tain threshold, a trigger pulse is applied 110 
to the clock line of the appropriate flip
fiop. (There will normally be more than 
four flip-flops in a practical circuit). The 
flip-flops are in a random state and hence 
give a random level to the comparator via 115 
the digital-ta-analog convertor. If at a 
clock pulse the analog input is greater than 
this random input, then the output flip-IIop 
goes on, otherwise it is olT. The sequence 
of outputs is a stochastic representation 120 
of the analog input in the affine binary 
representation if the digital-to-analog con
vertor is linear. 

Fig. 11 illustrates the dighal-stochastic 
convertor (i) of Fig. 1. Here the digital 125 
input is fed directly to a digital comparator 
where it is compared with the random digi-
tal output of the flip-flops. The output of 
the flip-flop is obtained in the same way 
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as described above with reference to Fig. 
10. 

Many alternative realizations of these 
convertors are possible: as for the ad-

S der and random delay previously described 
the !lip-flops whose states arc to be rat:t
dOIll at a clock pulse may be conncctcd In 
groups or all together to common noise 
source or sources through triggers with 

10 dillcrcnt on-levels; they may be connected 
in groups or together as binary counters 
or shift registers, with or wilhout feedback 
to one or more triggers from one or more 
noise sources; the comparator may be run 

15 asynchronously as can the adder and ran
dom delay by use of a local oscillator or 
by replacement of the random flip-flops by 
multivibrators. If it is run asynchronously 
then the output may be regarded as a mark-

20 space modulated sequence. Further alter
natives involve the replacement of the flip
flops and digital to analog convertor by 
some other form of ramp-generator such 
as an integrator with feedback. Represen-

2S tations of quantity other than the affine 
may be generated by use of ramps with a 
varying rate of climb or by non-linear 
digital to analog conversion. The conver
sion may be done within a digital computer 

30 with analog to digital conversion if neces
sary or through an analog computer with 
comparators and logical processing. Multi
level stochastic sequences are readily gen
erated by the use of comparators with mul-

35 tilevel output or through the use of multi
level logic at the output of several binary 
comparators. The convertors described 
may be used with a constant input to gen
erate a stationary stochastic sequence or 

40 stochastic constant and may be used to 
represent an event if this is first coded as 
a digital or analog quantity. 

To illustrate non-linear conversion a 
converter for the projective binary repre· 

45 sentation is shown in Fig. 22. Instead of 
-the analog or digital quantity being directly 
compared with a random quantity it is mul
tiplied by a random number between zero 
and one and compared with a constant 

50 quantity multiplied by one minus this 
number. The random quantity is generated 
as before by flip-flops fed by triggers or 
multivibrators through integra,tors with 
feedback. The multiplications by this num-

55 ber and by one minus it are illustrated 
schematically as by potentiometers but in 
practice may be through the use of analog 
devices such as field effect transistors or 
through the use of analog-digital devices 

60 such as operational amplifiers with switched 
summing resistors or through the use of 
digital multipliers and other means of scal
ing. The comparator gives the on output 
when 

V Cl ~ A(l a) (25) 6S 

and hence A I/a. where a is the scaling 
factor previously described with reference 
to equations (11) and (12). PI and P2 are 
the potentiometers, a with 0 ~ Cl L 1 
being the ratio of PI (proportion of input 70 
voltage), and 1 - Cl being the ratio of P z' 

This type of comparator may be used 
with nonlincar transformation of the input 
to generate the hyperbolic and trigono
metric representations. With a multilevel 75 
comparator or a pair of binary compara-
tors with appropriate logic it can be used 
to generate the symmetric projective tern-
ary representation. All possible represen
tations may be generated by transforming 80 
the input signal, scaling it by a constant 
or random number and comparing it with 
a constant or random quantity, 

A reversible binary counter which has 
k + 1 states numbered 0 to k and changes 85 
from its nth state to its (n-l)th state at a 
clock pulse if its input line called 'incre
ment' is on and its increment line called 
'decrement' is off, provided n is one or 
morc and which changes from its n'th state 90 
to it; n + 1 'th slate when its increment line 
is oil and its decrement line is on at a dock 
pulse, provided n is not greater than K-I. 
and which olherwise does not change its 
state at a dock pulse, ,can be used for in- 95 
tegration, smoothing, function:generation. 
holding a constant and as an Inward and 
outward interface to the stochastic com
puter. One possible realization of this 
counter is through the use of cascaded flip- 100 
flops with appropriate coupling and _ t~is 
will be taken for the sake of the deSCrIp
tion, however any configuration of storage 
elements with the counter properties des
cribed above may be used to realise these 105 
elements. 

The simplest way to use the binary coun-
ter as an integrator in the affine represen
tations is to connect the input line to its 
increment line directly and through an in- 110 
verter to its decrement line. If however 
the integrator is considered to have two 
inputs abetter configuration is that shown 
in Fig. 12, illustrating the integrator of 
Fig. 1(1). At a clock pulse, if the hold line l1S 
is ON, the counter increments if both in
puts are on, decrements of they are both 
off and remains in the same state other
wise. Thus the basic integrator is best 
thought of as a two-input summing inte- 120 
grator. When there is only one input the 
input terminals may be commoned, pre
ferably through an isolator as shown in Fig. 
13. The digjtal output representing tbe 
state of the binary counter is shown con. 125 
nected to a digital-stocbastic convertor pre
viously described with reference to Fig. 11 
so that the integrator has a stochastic out. 
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put to feed other sLochasLic computing elc
ments. This digital output may also be 
Uocd ul the output intcrface to feed-oul lhe 
slate of the inlegrator which informalion 

5 may be used direclly or converted 10 analog 
or olher form. In (he aHine representation 
the digiLal-stochastic converter will gener
ally be linear so that the probability that 
the output will be on after the next clock 

10 pulse is n/K when a counter with K + 1 
states is in its n'th state, in which case the 
output sequence represents \he integral of 
the sum of .the quantities represented by the 
inputs provided the counter does not 'limit', 

15 that is provided it does not receive incre
ment or decrement signals at a clock pulse 
when in its K'th or zeroth stales respec
tively. The state of an integrator at the 
beginning of a computation is not neces-

20 sadly specified by the circuit and may be 
set by external sources or by another sec
tion of the computer, and similarly it may 
be changed at any stage of the computa
tion. Thus an integrator may be used as 

25 an input interface from other apparatus, 
for example a digital computer, and an in
tegrator without inputs may be used to 
hold a constant during computation. In 
some uses of the integrator, particularly 

30 when it is used to '.track-or-store', gates 
may be placed in the increment and de
crement lines so that an input, Lhe 'hold' 
input, may be used to prevent changes of 
state. In other realizationsLhe number of 

3S states of the counter, the 'time-constant', 
may be set by limiting the counter to a 
smaller or larger part of its range, for 
example by use of another counter whose 
stale determines the maximum and mini-

40 mum states of the integrating counter. The 
random generator which determines the 
stochastic output of \he integrator is gen
erally but not necessarily required to gen
erate the random output to one side of the 

45 comparator within the same range as that 
of the counter feeding the other side, and 
hence if the range of the counter is changed 
it may be desirable to change the range of 
the random generator; this is certainly so 

50 if the digital to stochastic converter is re
q uired to be linear in the sense described 
above. 

The integrator may have many forms of 
output but they will be controlled to some 

55 extent by its state which can for example 
control a stochastic converter to generate 
binary or multi-level stochastic sequences, 
or set-up the state of another integrator, or 
feed-out information from the stochastic 

60 computer to other devices, to processes, 
operators and so on. The interpreta.tion 
which is placed upon the output of an in
tegrator will depend upon its purpose and 
upon the representation being used. 

65 Many schemes for feedback of the out-

put or state of ,Ill integrator to its input 
10 control the erfect of its input on its stale 
arc possible and arc especially useful when 
the integrator is used to convert the sto
chastic represenlation of quantity or events 10 
back to its original or some other form. 
If the linear stochastic output of an inte
grator is fed back to one of its inputs via 
an inverter as in Fig. 14 then the configur
ation is an "ADDlE" or adaptive digital 7S 
element of the kind described in British 
Patent Specification No. 1.069,159. This 
configuration is particularly attractive in 
that limiting cannot occur and the state of 
the counter may be used to estimate the 80 
probability that the input is on at a clock 
pulse and hence may be used to estimate 
the event or quantity represented by a sto
chastic sequence, for example an K + 1 state 
ADDlE in its ntl! state may be taken as 8S 
representing: -

v = nE/K (26) 
in \he asymmetric affine binary 

represen,tation; 
V - (2n-K) ElK (27) 90 

in the symmetric affine binary 
representation; 

V - n/a(K-n+l) (28) 
in the projective binary 

representation; 95 

the latter estimate and similar ones for the 
hyperbolic and trignometric representations 
are biased and their accuracy depends upon 
the extent to which the K',th state of the 
counter is not attained, whereas the two 100 
former estimates are unbiased. In other 
schemes for feedback around the integrator, 
gates in the increment and decrement lines 
may be fed by outputs dependent upon the 
state of the integrator so that the proba- 105 
bility of an increment or decrement is de
termined not only by the inputs but also 
by the sta,te of the integrator. 

The integrator with or without feedback 
may be used as a function generator in 110 
which case the reversible counter will gen
erally have far less states than when it is 
used for integrator or as an interface. Par
ticular interest is attached to those integra~ 
tors in which the output is determined 115 
exactly rather than statistically by the in
tegrator state since these are capable of 
realization with fewer components. An 
example of this is the switching function 
in which an integrator with 2j states is used, 120 
the output being on when it is in one of its 
upper j states and off otherwise. As j in
creases this approximates more and more 
to a discontinuity known as a switching or 
.threshold function. Fig. 23 illustrates a J 25 
switching function with a four-state coun-
ter (j=2). 
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r 2 

where r is the scaled value representing a. 
Recall that the symbol for this element is 

5 shown at (s) of Fig. 1. 
Fig. 15 illustrates a multiplier for analog 

inputs and incorporating an ADDlE which 
is used as a s{ochastic to digital converter. 
A plurality of levels in the adaptive ele-

10 ment corresponds to the several digits in a 
word. 

Fig. 16 is the multiplier of Fig, 15 used 
as a squarer. isola,tion therefore being pro
vided for the second input. 

15 Fig. 17 is an adder incorporating an 
ADDlE as a stochastic to digital converter. 

Fig. 18 is an adder utilising a CCFF 
with interconnected logical elements form
ing gates. Considering equation (23). if 

20 we replace X by AB v AB and Y by 

AB, then we can rewri,te (23) as: 

P(Z) P(AB) v AB) 
= 

P(Z) P(AB) 

Therefore 

P(Z) P(A)P(B) + P(A)P(B) 

P(Z) P(A)P(B) 

25 or 

P(Z) peA) (PB) 
+ (29) 

P(Z) peA) P(B) 

Fig. 19 is a cross-correlator which cal
culates the covariance of inputs X and Y. 
taking the time over which averaging takes 

30 place into account. The output G has 
t 

value G(t) - G(o)+! f exp(s-t) 
o 

(X - X) (Y - Y) ds where. X. Y denote 
the expected values (average or mean) of 
X. Y respectively. where exp denotes the 

35 exponential function. and where t is the 
period of time during which the inputs are 
applied and where G(o) is a constant. 

Fig. 20 illustrates a stochastic computer 

with analogue inputs and outputs in the 
symmetric affine representation for solving 40 
the differential equation 

11 1-. 1 X 
Z+-Z+-Z=-. (30) 

N KN KN 

where a dot above a variable denotes dif
ferentiation with respect to the clock-pulse 
time scale. (Ihis equation arises in the 4S 
calculation of the transfer function of a 

1 
system with natural frequency --- and 

v'KN IJK with a positive damping ratio - -.) 
2 N 

If X is the input to the converter, 
Y the quantity represented by the 50 

output of the first integrator. and 
Z the final output. and if the first 

integrator has K + 1 states, and the second 
integrator has N + 1 states. then 

NZ Y - Z and 

KY x-Z 

KN~ = KY KZ 

Z Z - KZ 

11 1. I X 
Z + - Z + - Z = - (31) 

N KN KN 

55' 

Some computations in some representa- 60 
tions cannot be realised by logical elements 
operating on a finite section of the input 
sequence to produce an output sequence 
which is an unbiased representation of the 
result of the computation. for example di- 65 
vision in the affine representations. square
roots in affine and projective representa
tions, subtraction in the projective repre
sentations. These computations may be 
realised or approximated by conversion be- 70 
tween representations and in many appli
cations different representations will be 
used in different parts of the computer, 
or by descent techniques for minimization. 
or by feedback around an integrator. or by 75 
special-purpose function-generators. In 
feedback around an integrator the tech
nique is to use an integrator as an element 
with high-gain over many clock-pulses and 
place the function whose inverse is required 80 
in its feedback loop. This is an approxi
mate technique in that the output sequences 
are generally not unbiased estimators of the 
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required output and also under certain 
conditions the loop may be unstable and 
oscillatory or indeterminate outputs be 
represented. 

5 Figs. 24, 25 and 26 arc examples of three 
elements using feedback around an jnte
grator. The stochastic divider Fig. 24 has 
a multiplier and inverter in the feedback 
loop of an integrator and the quantity re· 

10 presented by Z approximates to that repre
sented by Y divided by that represented by 
X. In the symmetric affine representation 
this system is unstable if X represents a 
negative quantity and hence it is only ~\ 

15 half ':;Clllcdividcr; division hy llel~ativc 
qllautities llIay he r~aljzcd hy rClIlllv;11 or 
the inverter. Thc stm:hastic sljuare-root 
solver Fig. 25 has .1 IIltllliplicr wilh hiOlulor 
used as a squarer together with an inverler 

20 in the feedback loop of an integrator and 
the quantity represented by Z approxi
mates to the square root of that represented 
by Y. The stochastic subtractor for the 
projective representation Fig, 26 has a pro-

25 jective adder and an inverter in the feed
back loop of an integrator and the quantity 
represented by Z approximates that repre
sented by Y minus that represented by X. 
Alternative forms of feedback around in-

30 tegrators may be used to compute or ap
proximate functions not readily obtained 
by the straightforward application of logi
cal elements. 

Fig. 27 illustrates a divider for positive 
35 analog quantities. Positive quantities X 

and Y are converted into the projective 
binary representation and the two streams 
representing them gated through AND 
gates into a cross-coupled flip-flop the out-

40 put. of which is estimated by an ADDlE 
and con~e~ed to its equivalent analog form 
by a dIgItal to analog converter in the 
projective representation. The output Z 

X 
equals 

Y 

45 Fig. 28 i1Iustrates division of one vari-
able by the average of another. The posi
tive quantity Y is converted to the affine 
asymmetric binary mode and its represen
tation is averaged by an ADDlE. This 

50 representations of the averaged or exponen
tially smoothed input Y is gated together 
with the projective representations of the 
input X into a ccff the output of which is 
estimated by an ADDlE and converted to 

55 its equivalent analog form by digital to 
analog converter in the projective represen
tation. The first ADDlE will generally 

have far more states than the second 
ADDlE. 

t 
The output Z equals X divided by J Y 60 

o 
exp (s-t) ds. where exp denotes the ex
ponential function. 
, Fig. 29 shows a stochastie computer used 
l~ process control with particular applica-
tIOn to the control of a distillation column. 65 
Tanks TI-T4 deliver the ingredients to 
!he dist}lIation coluf!1n. the proportions be-
109 vaned by openmg and shutting valves 
VI-V4. P is a pump and PH a pre-heater 
for (he mixture. SI - S6 are ditTerent 70 
stages ill the process ami provide monitored 
jl~r(~rnmtioll which is fed to an analog to 
<lIgllal converter A--lJ. Coolant is in
jecled at IN and emerges at OUT. Some 
of the circulating reflux is diverled through 75 
a flow meter and a composition meter 
whose readings are fed to A-D. The 
level of the composition in the base of the 
column is measured and fed to A - D 
as is the level in the BOTTOM storag~ 80 
tank and the temperature of the heating 
jacket The various outputs of A - D 
pass .through an analog or digital-to-sto
chastIc mterface, such as has been described 
with reference to Figs. 10 and 11 and the 85 
derived values are then processed by the 
stochastic computer. Signals from the 
computer pass through a stochastic to digi-
tal mterface, sueh as has been described 
with reference to Fig. 14, and are then 90 
applied either after digital-to-analog con
version or directly to the control of valves 
VI, V4, the reflux. to the controls gov
ernmg the temperature to be maintained 
in the base or to the levelling valve L. In 9S 
partic,ular .the stochastic computer may 
contam a SImulation of the distillation col
umn by stochastic elements, such as that 
shown in Fig. 20, simulating each plate and 
may also contain a predictor. such as that 100 
shown in Figs. 30 and 31, to predict the 
result of varying valves VI - V4. The 
mo~e . of. control may be steepest descent 
optlmIzatton, such as described with refer
ence to Fig. 32, to keep the contents of Tl 105 
to T4 at prescribed ratios. 

Figs. 30 and 31 illustrate the use of the 
stochastic computer as a Bayesian predic
!or in which t!te occurrence of an event El 
IS used as eVIdence to predict the pro ba- 110 
bility of occurrence of an event A. The 
computation which is implemented by the 
predictive section (Fig. 31) is that of multi
plication of likelihood ratios:-
if El ... EN are known to have occurred liS 
then 
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required output and also under certain 
conditions the loop may be unstable and 
oscillatory or indeterminate outputs be 
represented. 

5 Figs. 24, 25 and 26 are examples of three 
elements using feedback around an inte
grator. The stochastic divider Fig. 24 has 
a mUltiplier and inverter in the feedback 
loop of an integrator and the quantity re-

10 presented by Z approximates to that repre
sented by Y divided by that represented by 
X. In the symmetric affine representation 
this system is unstable if X represents a 
negative quantity and hence it is only a 

15 half-scaledivider; division by negative 
quantities may be realized by removal of 
the inverter. The stochastic square-root 
solver Fig. 25 has a multiplier with isolator 
used as a squarer together with an inverter 

20 in the feedback loop of an integrator and 
the quantity represented by Z approxi
mates to the square root of that represented 
by Y. The stochastic subtractor for the 
projective representation Fig. 26 has a pro-

25 jective adder and an inverter in the feed
back loop of an integrator and the quantity 
represented by Z approximates that repre· 
sented by Y minus that represented by X. 
Alternative forms of feedback around in-

30 tegrators may be used to compute or ap
proximate functions not readily obtained 
by the straightforward application of logi
cal elements. 

Fig. 27 illustrates a divider for positive 
35 analog quantities. Positive quantities X 

and Y are converted into the projective 
binary representation and the two streams 
representing them gated through AND 
gates into a cross-coupled flip-flop the out· 

40 put of which is estimated by an ADDlE 
and converted to its equivalent analog form 
by a digital to analog converter in the 
projective representation. The output Z 

X 
equals -. 

Y 

45 Fig. 28 illustrates division of one vari
able by the average of another. The posi
tive quantity Y is converted to the affine 
asymmetric binary mode and its represen
tation is averaged by an ADDlE. This 

50 representations of the averaged or exponen· 
ti.~Jly smooth~d !nput Y is gated together 
WIth the projectIve representations of the 
input X into a ccff the output of which is 
estimated by an ADDIE and converted to 

55 its equivalent analog form by digital to 
analog converter in the projective represen· 
talion. The first ADDIE will generally 

have far more states than the second 
ADDlE. 

t 
The output Z equals X divided by f Y 60 

o 
exp (s-t) ds, where exp denotes the ex
ponential function. 

Fig. 29 shows a stocbastic computer used 
in process control with particular applica-
tion to the control of a distillation column. 65 
Tanks TI-T4 deliver the ingredients to 
the disti1lation column. the proportions be-
ing varied by opening and shutting valves 
VI-V4. P is a pump and PH a pre-heater 
for the mixture. SI - S6 are different 70 
stages in the process and provide monitored 
ir:f?rmation which is fed to an analog to 
dIgItal converter A-D. Coolant is in
jected at IN and emerges at OUT. Some 
of the circulating reflux is diverted through 75 
a flow meter and a composition meter 
whose readings are fed to A-D. The 
level of the composition in the base of the 
column is measured and fed to A - D 
as is the level in the BOTTOM storag~ 80 
tank and the temperature of the heating 
jacket. The various outputs of A - D 
pass .through an analog or digital-to-sto
chastJc mterface. such as has been described 
with reference to Figs. 10 and 11 and the 85 
derived values are then processed by the 
stochastic computer. Signals from the 
computer pass through a stochastic to digi-
tal mterface. such as has been described 
with reference to Fig. 14, and are then 90 
applied either after digital-to-analog con
version or directly to the control of valves 
VI. V4. the reflux. to the controls gov
~rnmg the .temperature to be maintained 
m t~e base or to the levelling valve L. In 9S 
parhc.ular .the stochastic computer may 
contam a SImulation of the distillation col
umn by stochastic elements, such as that 
shown in 20, simulating each plate and 
may also contain a predictor. such as that 100 
shown in Figs. 30 and 3 L to predict the 
result of varying valves VI - V4. The 
mo~e . of. control may be steepest descent 
optImrzatlon, such as described with refer
ence to Fig. 32. to keep the contents of Tl 105 
to T4 at prescribed ratios. 

Figs. 30 and 31 mustrate the use of the 
stochastic computer as a Bayesian predic
~or in which t~e occurrence of an event El 
IS used as eVIdence to predict the proba.- 110 
biiity of occurrence of an event A. The 
computation which is implemented by the 
predictive section (Fig. 31) is that of multi
plica lion of likelihood ratios:-
if El . . . Ew are known to have occurred lIS 
then 
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P(A) 

P(AI P(A) 

- L L) Lz • . ~ LK where 

peA) 
L- ------etc. 

P(A) P(A/E1) peA) 

The compulation exercised by the estimat-
5 ing section (Fig. 30) is that of estimation of 

p(a) I (P(A), P(A IE1)p(A) I P(A/E)p(A). etc. 
in the projective binary representation 
(which is peculiarly suited to this calcula
tion), 

10 Consider first the estimating section Fig. 
30: the occurrence of A, El . . . EN is re
presented by a sequence of ON logic levels 
on their respective input lines. If the 
'Estimate' line is enabled for one or more 

IS clock pulses the integrator is incremented 
or decremented according to whether line 
A is on or off. All integrators are con
nected as ADDlEs and hence the output 
of integrator Into estimates the probability 

20 that A is occurring during the time that the 
estimate line is enabled. (The integrators 
will generally but not necessarily be set to 
mid-range if no previolls estimating has 
occnrrcd). I~ach input line I~, is gatccl to-

25 gethcr wilh in plIt line A and the output 
of Int" through two AND gales into a 
cross-coupled /lip-nop cell!, whose output 
feeds integrator, Intl. The output of this 
integrator, PA/Eh is an estimate such that 

30 jf PI dF;1 is the probability that this output 
is on, then 

- L, (33) 

p(A/E) p(A) 

Thus these outputs are suitable for use 
by the predicting section (Fig. 31, here 

35 shown realized by another ccff with gating 
plus another integrator.) When the predict 
line is enabled (generally but not necessarily 
all the time) then the state of IntN- l is the 
required predictive eSlimate of the proba-

40 bility of occurrence of event A given the 
pattern of evidence contained in the occur· 
ring Et. 

Returning to equation (23), if we replace 
POO by PA PAl!':, PA/!':2 .•• PA/EN and 

45 P(y) by 9(l-PA) (I-PA) (I-PA/EI) 
(1 - PAl E2) • • • (1-PAl EN) then we may 
rewrite equation (23) as 

(32) 

(PZ) 
--- - --- X ---X 

P(Z) 

so that from equation (33) 

P(Z) 
-- = L X Ll X L3 X .•. I..,.. so 
P(Z) 

which. for equation (32) is equal to 

so that 

P(Z) = P(A/EI ••• EN (34) 

The output of the ADDIE in Fig. 30 55 
estimates (P(Z) and hence becomes equal 
to peA IEl . . . EN) which is the predicted 
probability of occurrence of A given the 
events El . . . EN. This may be read out 
digitally or through a digital-analog Con- 60 
vcrtCI", or the stochastic OUlput of the inte
grator llIay bc used for further stochastic 
com plItation. , 

Allhough both sections of the Bayesian 
estimator and predictor have been here 6S 
shown as realized by stochastic logic alter
native realizations part or whole of the 
systems may be realized by other forms 
of computation such as the digital com
puter, in particular the output of the esti- 70 
mating section is very suitable for digital 
computation. The output of this section 
gives estimates of nonnalized likelihood 
ratios in a convenient symmetric fonn and 
has an advantage over Bayesian predictors 7S 
using logarithmic transformations. In an
other alternative many such estimator I 
predictors for several events are combined 
to give conditional probability computers 
and maximum likelihood predictors. The 80 
events El need not be independent of the 
predicted events such as A but can be logi-
cal combinations of past occurrences of 
these. In a further alternative the events 
E; are weighted with the confidence tha.t 85 
can be placed in them and the output is 
also weighted according to its reliability. 
In a further alternative the reliabiJi,ty of 
the output is estimated separately using 

t 
I 
! 

l , 
~ 
I 
I 
" t 
I 
r 

I 
I 
~ 

f , 
I 

t 

" f r , , 



16 },184,652 16 

65 the correctness of past predictions. In a 
further alternative the outputs or statcs 
of integrators 1 to N are used to asscss 
the usefulness of events El to EN res-

5 pectively as predictors (since. the evidence 
is useless if the slat;:s of the Integrators do 
not deviate appreciably from mid-range) 
and may be used to change the content of 
the evidence. 

10 This predictor !flay b: app~icd in ~ny 
situation where eVidence IS avadable which 
may be eventually dichotomized into the 
occurrence or non-occurrence of events. It 
is of particular use however in medical di-

) 5 agnosis where E3 may .be sympt?J?1s and 
other evidence of the patients condition and 
A may be a p~rticular djs~ase or condi
tion; meteorological forecasting where :the 
E, may bc information about .metcorologJ(:~l 

20 variables such as barometrIc pressure 10 

various localities and A may be a particular 
aspect of weather to be expected; automatic 
control where E, may represent conditions of 
the plant or controllcd system and past con-

25 trol actions and A may represent a future 
condition of the plant or controlled ~ystem; 
pattern recognition and the detectIon of 
signals in noise where E, may represent 
features of the pattern or signal plus noise 

30 and A may be a particular classification 
of the pattern or signal. 

The arrangement of CCFF's and inte
grators is duplicated for each inPll:t E. to 
EN of Fig. 30, and the ~o~respondm& gate 

35 sections of Fig. 31 are Similarly duplicated 
for the signals P A / Ei and the signals Et. 

One realization of a variable processor 
which is of great importance is the steepest 
descent computer for determining or en-

40 forcing a reJa~ionship betwee? a set of 
variables. In thiS computer varIables whose 
value is to be determined are represented 
as the outputs of integrators whose inpu~s 
are functions of some or all of the varI-

45 abIes. With appropriate functional rela
tionships the integrator outputs may be 
forced to vary so as to satis~y the req~ired 
relationship. The computer IS then said to 
'model' the relationship and may be used 

50 to compute other· sets of variables satis
fying it, for example for purposes of l?attern 
recognition or prediction. In alternative re
alizations the appropriate functional rela
tionship may be unknown and the corn-

55 puter may itself determine it by parameter 
pertubation or other techniques. 

Fig. 32 illustrates a stocha~tic ~mputer 
circuit in the affine symmetric binary re
presentation for the stc~pest. descen! ap-

60 proach to a linear relatIOnship. It IS re
quired to find 'weights', W" ••• WN for the 
inputs XI • • • XN such that the output z 
is equal to the required output y, that is 
to detennine the Wj such that:-

z = y 

where 

1 
x = - (w\x\ + W 2X2 + ... + WNXN)' (35) 

N 

The input representing Xi p~sses through 
the multiplier MlI, together WIth ~e output 
of Int" representing W;, and the.lI: pr.od.uct 70 
goes into the adder together WIth SImilar 
products to produce z. The input Xt also 
passes through an isolator, I to a. second 
multiplier M11 together WIth the mverted 
output representing -z into one. input ~f 7S 
the integrator, Int" and to a third multI
plier Mi together with the input represent-
ing y. the required output. 

Whe the 'adapt' line is on the. ~utputs of 
the integrator change as to mlfllmlze the 80 
difference between z and y. ,To use ,the de-
vice as a predictor, in the absence of the 
si<>nal y the adapt line may be put off and 
th~ output z will I?redict the signal y. cor
responding to the 10putS XI to XN. y Itself 85 
may often be zer? in whic~ cas.e it is re-
q uired to find a Imear relatIOnshIp between 
the variables XI themselves. Some of the 
integrators may be used to h?ld constant 
weights rather than be placed m the adapt 90 
mode (i.e. their adapt lines are not on) m 
which case the variable weights are then 
required to satisfy the constrains set by 
the fixed weights. In application to pattern 
recognition the inputs Xl ••• XN may be 95 
binary signals representing the presence or 
absence of features of patterns and the 
output may 'De a classification of patterns. 
Further transformation may be applied to 
the output of the adder before it is fed out 100 
and back; .the computation is not then 
necessarily steepest descent. but it i~ co~
vergent if the transformatIOn appbed IS 
monotone. Stochastic elements have an 
especial adva.ntage. ove~ .other variab!e 105 
wei"htina deVIces WIth lImIted storage ill 
that they may be shown to converge for 
a large class of training sequences. The 
arrangement of integrators and mUltipliers 
is duplicated for each X t•• • 110 

Fig, 33 illustrates a partIcular applIca-
tion of the device of Fig. 32 applied to the 
division of two quantities of the affine sym-. 
metric bjnary representation. This is a four
quadrant divider as opposed to the two- 115 
quadrant divider of F~g. 24. The adder of 
Fig. 32 is unecessary Sillce only one weIght, 
Wand one variable, X, are in use. The 
ou'tput W equals Y IX. 

Fig. 34 illustrate~ relay con.trol of. a 120 
motor using stochastlc elements ill the bm· 
ary symmetric affine representation. The 
position and velocity of the motor shaft 
given by a positional pick-off and tacho-
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meter are converted to the binary sym
metric alline representation. inverted and 
fed as inputs to an adder. The tachometer 
output is cubed by two multipliers with 

5 suitable isolation and also fed to the adder 
together with the representation of the re
quired shaft position. The output of the 
adder is fed to an integrator set-up as a 
switching function and the output of this 

10 controls a relay which applies full power 
to the motor in onc direction or the other. 
Tho udder is Lt weighted udder tlnu its irt
put weighting is adjusted to approximate 
the form of the time-optimal switching func-

15 tion in the error/error-rate phase-plane. 
Fig. 35 il1ustrates an adaptive filter for 

the detection of randomly phase repetitive 
signals in noise and has particular appli
cation to radar and biological studies. 

20 The signal plus noise which is assumed 
to have zero mean is passed along a tapped 
delay line so that delayed versions of it, 
DI to DN are available (these are assumed 
to be in the stochastic affine symmetric 

25 binary representation and conversion may 
take place before or after delay). The de
layed signal DJ is fed to the multiplier M 
together with the output of integrator lnll 
and their product goes to an adder to-

30 gether with similar products. The output 
of the adder feeds one input of an inte
grator connected as a switching-function 
the output of which is connected to the 
hold lines of the Integrators lnt! ... lntN 

35 The delayed signal DI also feeds the inputs 
of lntl and hence is integrated whenever 
the output of the switching-function inte
grator is on. The output of the switching 
function generator also feeds an integrator 

40 connected as an A DDJE, whose inverted 
output IS fed to the other input of the 
switching function generator and represents 
a threshold, 8. In operation the delayed 
signals arc only added into their respective 

45 integrators when the cross-correlation be
tween them and the outputs of the inte
grators is greater than the threshold. Thus 
if the threshold is high only similar samples 
of signal arc added into the integrators and 

50 separa,tion of the signal causing similarity 
takes place. However the ,threshold is a 
function of the extent to which similarity 
exists since it is controlled by the ADDIE 
connected to the switching-function out-

55 put, and when no signa] is found or the 

110 Thus jf each value of Uu is represented 
as the output of an ADDlE placed at the 
grid point (ai,aD we have the following 
relationships between the output of one 
ADDIE and its neighbours; 

signal changes it drops enabling random 
samples of the input to be taken in. The 
separated signal is represented by the states 
or outputs of the integrators lntl ... IntN' 

The arrangement of integrators and multi· 60 
pliers is duplicated for each of the inputs 
DJ' 

The stochastic computer may be used 
for processing data for purposes of manage
ment, inventory or stock control, census, 65 
statistical analysis and so on, and may pre-
sent the clntu in readily assimilated forl11S 
such as graphs, histograms, trend diagrams 
or may exert direct control over manage
ment functions, buying stocking distribu- 70 
tion and so on. 

Fig. 36 illustrates the use of ADDlES as 
a data smoothing system for estimation of 
the mean rate of change and higher deriva
tives of a quantity such as for example the 75 
demand per unit period for a product. The 
demand is converted to the affine symmetric 
binary representation and fed to a chain 
of integrators connected as ADDIES (two 
only are shown for simplicity). The state of 80 
the ADDlES may be read out directly, for 
example to a digital computer, and may 
also be combined using stochastic inversion 
and addition to form estimates of the de
mand per unit period and its rate of 85 
change, or any functions of these including 
predictions of future demand. 

Partial differential equations may be 
solved by quantization of the variables of 
differentiation and representation of them 90 
as spatial variables. Specific computing ele
ments may be constructed to solve the equa-
tion at each point in space and intercon
nected as a multi-dimensional net. Bound-
ary conditions can be applied around the 95 
boundary of the spaee and the required 
solution readOllt from the individual com
puting elements. Fig. 37 illustrates the com
puting element (t) of Fig. 1. and Fig. 38 
its interconnection as a two-dimensional 100 
net for the solution of the two-dimensional 
Laplace equation: 

(36) 

If we consider the function u(x,y) at the 
discrete points x = ai (for i = O,N). and 105 
y = aj (for j = O.N). and we write 
u(ai,aj) as UI.J then equation 36 may be 
rewritten approximately as 

This equation may be enforced by the com
puting element of Fig. 37 which js for the 
affine binary symmetric representation and 

r , , 
I 



18 1,184,652 18 

consists of an integralor connected as an 
ADDlE with its other input fed by a four
input, equally weighted adder. The ADDlE 
realizes the function 

5 U = * (Xl + Xz + xa + x.) 

so that if the output of the ADDIE is ULl 

then its inputs should be Ui-\.h Ui+1.J etc., 
which are the outputs of the neighbouring 
four ADDIES. A symbol for an ADDlE 

10 connected in this way is shown in Pig. let) 
and a network of ADDlEs interconnected as 
described to solve equation 36 is shown 
in Fig. 38. These units are interconnected 
in a two dimensional rectangular array 

15 with output of every element going to the 
inputs of its four neighbours. At the edges 
of the array there will be inputs not con
nected to other Laplacian elements and 
these are connected to stochastic constants 

20 representing the boundary condition BC in 
the affine binary symmetric representation. 

Stochastic computing elements lend 
themselves particularly to the solution of 
partial differential equations because they 

25 may be realized in a compact form and are 
readily interconnected, thus providing a 
covering for the area for which the solu
tion of ,the equation is required. The 
boundary conditions BC 011 Ihe mesh which 

30 slIhdivides the area correspond 10 the values 
or the inputs al the interconneclions belween 
elements. 

Well-known mathematical melhods such 
as relaxation techniques arc programmable 

35 in a straightforward way for the stochastie 
elements. 

The adaptive facilities of the ADDlE are 
particularly suitable for implementing the 
iterative minimisation utilised in relaxation 

40 methods. 
Thus a stochastic computer may utilise 

various forms of computing element such 
as binary, ternary or multiple-level AND
gates. OR-gates. inverters and so on, or 

45 threshold logic in which the logical output 
depends upon the number and weight 
attached to the inputs. or stochastic logic 
in which the statistical properties of the 
output rather than the output itself are de-

50 termined by the input. or non-logical ele
ments such as amplifiers. together with bin
ary and multi-level storage elements such 
as flip-flops, ferrite-cores, capacitors, in
ductors, pneumatic and hydraulic cylin-

55 ders, optical devices and so on. Coupled 
to the stochastic computer may be conven
tional analog or digital computers and in
terfaces with industrial processes, human 
operators and so on. In some part of this 

60 configuration one or more computations 
will be carried out which involve the re
presentations of an event or quantity by a 
sequence of logic levels or states whose 

statistical properties are determined by that 
level or quantity. 65 

WHAT WE CLAIM IS:-
I. A computer including a digital com

puting element or elements. means for re
presenting input information stochastically 
by the probability that a level in a clocked 70 
sequence of logic levels will be ON, means 
for applying the information so represented 
to the computing element or elements 
wherein compuLation is performed in a digi-
tal manner and means for converting the 75 
stochastically represented outputs of the 
computing element or elements to ana
logue or digital values. 

2. An arrangement according to claim 
1 wherein items of informa·tion applied to 80 
the computing element or elements are 
normalised so that each item takes a value 
in a standard interval. 

3. An arrangement according to claim 
2 wherein the standard interval is the range 85 
o to 1 and in which the probability of a 
particular level being ON is arranged to 
equal the normalised value of the item of 
information being applied to the computing 
element or elements. 90 

4. An arrangement according to any 
onc of [he preceding claims in which at 
least onc of the computing elcmcnts utilises 
binary logic devices. 

5. An arrangelllent according to any 95 
onc of thc preceding claims in which at 
least one of the computing elements utilises 
ternary logic devices. 

6. An arrangement according to any 
one of the preceding claims in which at 100 
least one of the computing elements utilises 
threshold logic devices. 

7. An arrangement according to anyone 
of the preceding· claims wherein two com
puting elements are arranged to operate in 105 
parallel so as to compute information 
separately. 

8. An arrangement as claimed in any 
one of the preceding claims which includes 
an adaptive element as hereinbefore de- llO 
fmed. 

9. An arrangement as claimed in any 
onc of the preceding claims wherein a clock 
signal is arranged to be applied to a syn
chronous logic device in a computing ele- 115 
ment of the arrangement so as thereby 
to control the timing of a computing opera
tion. 

10. An arrangement as claimed in any 
one of the preceding claims which includes 120 
an integrating device. 

1 L An arrangement as claimed in any 
one of the preceding claims which includes 
a memory wherein results of computations 
and values of quantities are arranged to be 125 
stored. . 

12. An arrangement as claimed in claim 
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10 wherein the value of a constant quantity 
is arranged 1o be held in the integrating 
device. 

13. An arrangement as claimed in any 
5 onc of the preceding claims having inter

connections through external sensors and 
information channels lo an enviroment. 

14. An arrangement as cla imcd in any 
onc o[ the preceding claims wherein a first 

10 sequence is arranged to be dc-correlated 
from another sequence by being delayed 
through onc or more Ome delaYll relative 
to the said other §cqUt'mee. 

15. An arrangement as claimed in clajm 
] 5 14 wherein a flip-flop acts as an isolating 

unit-delay. 
16. An arrangement as claimed in any 

one of the preceding claims wherein the 
biased probability of selcctionof one of 

20 a number of logic levels is generated by 
the gating of a number of flip-flops in ran
dom states to appropriate ones of a num
ber of lines carrying the said logic levels. 

17. An arrangement as claimed in any 
25 one of the preceding claims wherein asyn

chronous information compulation 1S ar~ 
ranged to be carried out with an ordinarily 
synchronous element, quantities being re
presented by mark-space sequence and a 

30 local oscillator being arranged to provide 
thc clock pulses. 

18. An arrangement as claimed in any 
one of the preceding claims which includes 
an analog-or-digital-to stochaslic converter 

35 which is arranged to be fed a constant 
input so as to generate a stationary se~ 
quencc. 

19. An arrangement as claimed in any 
one of the preceding claims which includes 

40 an integrator having increment and decre
ment lines having gates therein with facility 
for applying a "hold" signal thereto so as 
to prevent change of state of the integrator. 

20. An arrangement as claimed in any 
45 one of the preceding claims which includes 

a delay element substantiaJIy as herein be
fore described with reference to Fig. 7 of 
the drawings accompanying the complete 
specification. 

SO 21. An arrangement as claimed in any 
one of the preceding claims which includes 
an clement substantially as herein before 
described with reference to Figs. 2(a) and 
2(b) of the drawings accompanying the com-

55 plete specification. 
22. An arrangement as claimed jn any 

one of the preceding claims which includes 
a cross-coupled flip-flop substantially as 
herein before described with reference to 

60 Fig. 3 of the drawings accompanying the 
complete specification. 

23. An arrangement as claimed in any 
one of :the preceding claims wherein the 
device of Fig. 4 in the drawings accompany-

65 ing the complete specification is arranged 

lo function as a multiplier for the projec
tive binary representation. 

24. An arrangement as claimed in any 
of the preceding claims which icnludcs a 
delay clement substantially as hcrcinbefore 70 
described with reference to Fig. 21 of the 
drawings accompanying {he complete 
sp~ciflca tion. 

25. A computing device including a 
multiplier substantially as herein before 75 
described with reference to Fig. 6 of the 
dr~\,:,in~1i C\ccomp\lnying 'he complf<te s~£.i. 
He11Utlfi, 

26. A computing device including a 
squarer substantially as hereinbefore des- 80 
cri bed with reference to Fig. 8 of the draw-
ings accompanying the compleete specifica
tion. 

27. A computing device including an 
adder substantially as hereinbcfore des- 85 
cribcd with reference to Fig. 9 of the draw
ings accompanying the complete specifica
tion. 

28. A computing device including an 
analog-to-stochastic converter substantially 90 
as hereinbeforc described with reference to 
Fig. 10 of -the drawings accompanying the 
complete speciflcation. 

29. A computing device including a 
digital-to-stochastic converter substantially 95 
as hereinbcfore described wilh reference to 
Fig. 11 of the drawings accompanying the 
com plcle speciflcation. 

30. A computing device including an 
integrator SUbstantially as hereinbefore des- 100 
cribed with reference to Fig. 12 of the 
drawings accompanying the complete speci
fication. 

31. A computing device including an 
integrating arrangement substantially as 105 
hcreinbefore tlescribed with reference to 
Fig. 13 of the drawings accompanying the 
complete specification. 

32. A computing devjce including an 
adaptive element substantially as herein- 110 
before described with reference to Fig. 14 
of the drawings accompanying the com
plete specification. 

33. A computing device including a 
multiplier substantially as hereinbefore des- 115 
cribcd with reference to Fig. 15 of the 
drawings accompanying the complete speci
fication. 

34. A computing devke including a 
squarer substantially as hereinbefore des- 120 
cribed with reference to Fig. 16 of the 
drawings accompanying the complete speci
fication. 

35. A computing device including an 
adder substantially as hereinbefore des- 125 
cribed with reference to Fig. 17 of the draw
ings accompanying the complete specifica
tion. 

36. A computing device including an 
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adder substantially as hereinbcfore des
cribed with reference to Fig. 18 of the draw
ings accompanying the complete specifica
tion. 

5 37. A computing device including a cor-
relator substantially as hereinbcfore des
cribed with reference to Fig. 19 of the draw
ings accompanying the complete specifica
tion. 

10 38. A computing device including a 
computer for the solution of dilIerential 
equations substantially as herein before des
cribed with reference to Fig. 20 of the 
drawings accompanying the complete speci-

J 5 fica tion. 
39. A computing device including a 

non-linear stochastic converter substantially 
as hereinbefore described with reference to 
Fig. 22 of the drawings accompanying the 

20 complete specification. 
40. A computing device including a 

switching function generator substantially 
as hereinbefore described with reference to 
Fig. 23 of the drawings accompanying the 

25 complete specification. 
41. A computing device including a 

divider substantially as hereinbefore des
cribed with reference to Fig. 24 of the 
drawings accompanying the complete speci-

30 fication. 
42. A computing device including a 

square-root solver substantially as herein
before described with reference to Fig. 25 
of the drawings accompanying the complete 

35 specification. 
43. A computing device including a sub

tractor substantially as hereinbcfore des
cribed with reference to Fig. 26 of the draw
ings accompanying the complete specifica-

40 tion. 
44. A computing device including a 

divider substantially as hereinbefore des
cribed with reference to Fig. 27 of the 
drawings accompanying the complete speci-

45 fication. 
45. A computing device including an 

averaging and dividing arrangement sub
stantially as hereinbefore described with 

reference to Fig. 28 of the drawings accom-
panying the. complete specification. 50 

46. A computing device including a con
tral system substantially as herein before 
described with reference. to Fig. 29 of the 
drawings accompanying the complete speci-
fication. 55 

47. A computing device estimating and 
predicting arrangement for a Bayesian pre
dictor as hereinbefore described with re
ference to Figs. 31 and 32 of the drawings 
accompanying the complete specification. 60 

48. A computing device substantially as 
hereinbefore described with reference to 
Fig. 33 of the. drawings accompanying the 
complete specification. 

49. A computing device including a 65 
control device substantially as hereinbefore 
described with reference to Fig. 34 of the 
drawings accompanying the complete speci
fication. 

50. A computing device including a con- 70 
trol arrangement substantially as herein
before described with reference to Fig. 34 
of the drawings accompanying the com
plete specification. 

51. A computing device including an 75 
adaptive filter substantially as hereinbefore 
described with reference to Fig. 35 of the 
drawings accompanying the complete speci
fication. 

52. A computing device including a data 80 
smoothing arrangement substantially as 
herein before described with reference to 
Fig. 36 of the drawings accompanying the 
complete specification. 

53. A computing device substantially as 85 
hereinbefore described with reference to 
Fig. 37 of the drawings accompanying the 
com plete speci fication. 

54. A computing arrangement substan
tially as hereinbefore described with refer- 90 
ence to Fig. 38 of the drawings accompany-
ing the complete specification. . 

S. R. CAPSEY, 
Chartered Patent Agent, 

For the Applicants. 
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