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Abstract

Bounds are developed for the probability that various randomly generated block Hankel matrices
are rank-deficient. These bounds are potentially of use to analyze the efficiency and reliability of
various randomized block Wiedemann and block Lanczos algorithms, that are either currently under
development or now in use, when these are applied to solve systems of linear equations and sample
from the null space of matrices over small finite fields.

The bounds that are presented here resemble ones that have previously been obtained using other
arguments or that could likely be obtained by straightforward extensions of arguments that have
recently been presented. The method used to obtain these bounds in this report is rather different
and may be of some interest in its own right: It relies only on estimates of the number of irreducible
polynomials of a given degree over a finite field and on elementary linear algebra.

1 Introduction

Krylov-based methods have recently been used (both alone and in combination with elimination-based
techniques) to solve systems of linear equations whose coefficient matrices are sparse or structured
matrices over finite fields and to sample from the null spaces of such matrices. An algorithm of Wiede-
mann [15] and various adaptations of a numerical method of Lanczos [9] have been used with considerable
success.

Randomized versions of these algorithms perform computations over the Krylov space generated by the
input matrix (or a conditioned matrix obtained from it) and a randomly chosen vector. More recent
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“block algorithms” use a block consisting of a small set of independently and randomly selected vectors
instead of a single vector, and work over the “block Krylov space” generated by the above-mentioned
matrix and this set of vectors. Coppersmith [2, 3] has proposed block algorithms based on each of
the Lanczos and Wiedemann algorithms whose scalar versions had previously been proposed, while
Montgomery [12] has proposed a simpler heuristic that is based on a block Lanczos approach.

While all of these block algorithms and heuristics work well in practice, none had been fully analyzed
at the time they were proposed. Kaltofen [8] has subsequently provided an analysis of the efficiency
and reliability of a block Wiedemann algorithm (based on Coppersmith’s) for computations over large
fields. Villard [13, 14] has continued this work and provided an analysis for computations over small
fields as well. Brent, Gau and Lauder [1] have subsequently obtained exact formulas for some of the
values that Villard had estimated and have therefore provided improvements for this analysis.

Dumas, Gautier, Giesbrecht, Giorgi, Hovinen, Kaltofen, Saunders, Turner and Villard [4] describe
a software library, LinBox, that includes block algorithms incorporating improvements suggested by
these analyses. Additional information about this software and the most recent version of the library
are available at the LinBox web site, http://www.linalg.org.

The analysis of these block algorithms requires the development of bounds on the probability that
various randomly generated block Hankel matrices are rank-deficient. Kaltofen and Villard contributed
such bounds for the large and small field cases, respectively, when the order of these matrices was
slightly larger than the maximum rank possible for them, and used these bounds to complete analyses
of the block Wiedemann algorithms they studied.

Something more is required if one is to analyze a block Lanczos algorithm: One must develop bounds
on the probability that certain submatrices of these matrices are rank-deficient as well. This also
seems to be necessary if one is to modify a block Wiedemann algorithm in order to incorporate an
“early termination” mechanism of the type proposed by Lobo [11] and recently analyzed, for scalar
computations over small fields, by Eberly [5].

Suitable bounds have recently been developed by Hovinen [6, 7], who has also contributed a biconditional
block Lanczos algorithm and its analysis. Various ideas from the theory of commutative algebra were
used here in order to adapt and apply the results that had initially been developed to study block
Wiedemann and scalar Lanczos algorithms and that are summarized above.

In this report, we provide a different method to derive probability bounds of the type discussed above:
Suitable bounds can be obtained using well known estimates of the number of irreducible polynomials
of a given degree with coefficients in a finite field (that can be found, for example, in the text of Lidl
and Neiderreiter [10]) and elementary linear algebra.

Since block Widemann and block Lanczos algorithms are still under development, it not clear precisely
which of these matrices will be of interest. Rather than link this work to the analysis of any particular
algorithm, bounds concerning various block Hankel matrices (and the method used to obtain them) are
simply presented here in hope that they may be of some general use.

The bounds given here are somewhat more general than the ones recently published by Hovinen. How-
ever, it is quite likely that Hovinen’s techniques can also be used to obtain them. Thus, this is quite
probably not evidence that the technique presented here is more general than Hovinen’s.

The bulk of this report includes the development and presentation of the bounds that are mentioned
above. A few suggestions for future work can be found at the end.
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2 Bounding Nullity: First Case

2.1 Definition and Strategy

Suppose, henceforth, that F = Fq is a finite field with q elements. Let N be a positive integer and let
A ∈ F

N×N be a matrix with rank r.

Definition 2.1. Suppose that m and i are positive integers and that v1, v2, . . . , vm ∈ F
N×1. Let

MA,m,i,v1,v2,...,vm =
[
v1 Av1 · · · Aδ1−1v1 · · · vm Avm · · · Aδm−1vm

]
∈ F

N×i, (2.1)

where

δj =

{
di/me if j · di/me + (m− j) · bi/mc ≤ i,

bi/mc if j · di/me + (m− j) · bi/mc > i,

for 1 ≤ j ≤ m. Note that δj ∈ {bi/mc, di/me}, that

δ1 ≥ δ2 ≥ δ3 ≥ · · · ≥ δm,

and that
δ1 + δ2 + · · · + δm = i.

Definition 2.2. Suppose that m and i are positive integers. Let DA,m,i be the number of choices of
vectors v1, v2, . . . , vm ∈ F

N×1 and scalars

d1,0, d1,1, . . . , d1,δ1−1, . . . , dm,0, dm,1, . . . , dm,δm−1 ∈ F,

for δ1, δ2, . . . , δm as given in Definition 2.1, above, such that

MA,m,i,v1,v2,...,vm




d1,0

d1,1
...

dm,δm−1


 = 0. (2.2)

We will count this value in two ways, and compare the resulting expressions, in order to bound the
probability that the matrix MA,m,i,v1,v2,...,vm has low rank when the vectors v1, v2, . . . , vm are chosen
uniformly and independently from F

N×1.

In particular, bounds will be obtained for the following quantities.

Definition 2.3. Suppose that m and i are positive integers and that j is a nonnegative integer. Let
ρA,m,i(j) be the probability that the matrix MA,m,i,v1,v2,...,vm is rank deficient by exactly j, that is,

ρA,m,i(j) = Prob [ rank (MA,m,i,v1,v2,...,vm) = i− j ] if i ≤ N (2.3)

and
ρA,m,i(j) = Prob [ rank (MA,m,i,v1,v2,...,vm) = N − j ] if i > N , (2.4)

and let σA,m,i(j) be the probability that this matrix is rank deficient by at least j, that is,

σA,m,i(j) = Prob [ rank (MA,m,i,v1,v2,...,vm) ≤ i− j ] if i ≤ N , (2.5)

and
σA,m,i(j) = Prob [ rank (MA,m,i,v1,v2,...,vm) ≤ N − j ] if i > N , (2.6)

when the vectors v1, v2, . . . , vm are chosen uniformly and independently from F
N×1.
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2.2 Counting These Values One Way

The following lemmas clarify the relationship between the above quantities when i ≤ N and when
i > N .

Lemma 2.4. Let C ∈ F
k×`, where F = Fq is a finite field with q elements, and where k and ` are

positive integers such that k ≥ `.

If C has rank `− j, for an integer j ≥ 0, then there are exactly qj vectors x ∈ F
`×1 such that Cx = 0.

Proof. Since C has rank ` − j, there exists a set of ` − j columns of C that are linearly independent.
Permuting the columns of C (and the entries of a vector x) as needed, we may assume without loss
of generality that the leftmost ` − j columns of C are linearly independent and that the remaining
j columns of C are linear combinations of the leftmost ones. That is,

C =
[
C1 C2

]
(2.7)

where C1 ∈ F
k×(`−j) is a matrix with full rank ` − j, and C2 ∈ F

k×j is a matrix whose columns are
linear combinations of the columns of C1.

Note that, since C1 has full rank, C1z = 0 if and only if z = 0 for any vector z ∈ F
(`−j)×1.

Since the columns of C2 are all linear combinations of the columns of C1, there exists a matrix Z ∈
F

(`−j)×j such that

C2 = C1Z. (2.8)

Notice that any vector z ∈ F
`×1 can be written as

z =

[
z1
z2

]
(2.9)

where z1 ∈ F
(`−j)×1 and z2 ∈ F

j×1.

Suppose, now that z ∈ F
`×1. Then

Cz = 0 ⇐⇒ C1z1 + C2z2 = 0 (by (2.7) and (2.9))

⇐⇒ C1(z1 + Zz2) = 0 (by (2.8))

⇐⇒ z1 + Zz2 = 0 (since C1 has full rank)

⇐⇒ z1 = −Zz2.

Consequently, for any vector z2 ∈ F
j×1, there is exactly one choice of a vector z1 ∈ F

(`−j)×1 such that

Cz = 0 if z =

[
z1
z2

]
.

Since there are exactly |F|j = qj choices of the vector z2 the desired result now follows.

Lemma 2.5. Let C ∈ F
k×` where F = Fq is a finite field with q elements, and where k and ` are positive

integers such that k ≤ `.

If C has rank k − j, for an integer j ≥ 0, then there are exactly q`−k+j vectors x ∈ F
`×1 such that

Cx = 0.
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Proof. This can be established by a modification of the proof of Lemma 2.4: Notice that after a
permutation of columns we may write

C =
[
C1 C2

]

where C1 ∈ F
k×(k−j) is a matrix with full rank k − j and C2 ∈ F

N×(`−k+j) is a matrix whose columns
are linear combinations of the columns of C1. We may conclude once again that C1z = 0 if and only if
z = 0 for each vector z ∈ F

(k−j)×1, notice that

C2 = C1Z

for some matrix Z ∈ F
(k−j)×(`−k+j), write an arbitrary vector z ∈ F

`×1 as

z =

[
z1
z2

]
for z1 ∈ F

(k−j)×1 and z2 ∈ F
(`−k+j)×1,

and then argue as above that Cz = 0 if and only if z1 = −Zz2. Once again, the claim then follows by
a consideration of the number of choices of z2.

Suppose that i ≥ m (noting that the matrix MA,m,i,v1,v2,...,vm is chosen uniformly from F
N×i if the

vectors v1, v2, . . . , vm are chosen uniformly and independently from F
N×1, otherwise). Since there

are qNm choices of the vectors v1, v2, . . . , vm ∈ F
m×1, there are also qNm ways to choose the matrix

MA,m,i,v1,v2,...,vm . It follows that there are qNmρA,m,i(j) choices of the matrix MA,m,i,v1,v2,...,vm with
rank i− j for any integer j such that 0 ≤ j ≤ i if i ≤ N , and that there are qNmρA,m,i(j) choices of the
matrix MA,m,i,v1,v2,...vm with rank N − j for any integer j such that 0 ≤ j ≤ N if i > N .

It follows, by Lemmas 2.4 and 2.5 that

DA,m,i =
i∑

j=0

qNm+jρA,m,i(j) if i ≤ N (2.10)

and that

DA,m,i =
N∑

j=0

qN(m−1)+i+jρA,m,i(j) if i > N . (2.11)

Since ρA,m,i(j) = σA,m,i(j) − σA,m,i(j + 1) if j < min(i,N), ρA,m,i(j) = σA,m,i(j) if j = min(i,N), and
since σA,m,i(0) = 1, the above equation can be used to establish that

DA,m,i = qNm + (q − 1)
i∑

j=1

qNm+j−1σA,m,i(j) if i ≤ N , (2.12)

and that

DA,m,i = qN(m−1)+i + (q − 1)
N∑

j=1

qN(m−1)+i+j−1σA,m,i(j) if i > N . (2.13)

2.3 Counting These Values Another Way

A second enumeration of DA,m,i will also be useful. It will be helpful to consider a sequence of cases
related to the structure of the matrix A.
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2.3.1 First Case

Suppose first that A is similar to a companion matrix and, furthermore, that its characteristic polynomial
is a power ϕn of a monic irreducible polynomial ϕ. In other words, suppose that

A = X−1ZX (2.14a)

for a nonsingular matrix X ∈ F
N×N , and for a matrix

Z =




0 −α0

1 0 −α1

1 −α2

. . .
...

1 −αN−1



∈ F

N×N (2.14b)

with (k, `)th entry 1 if k = `+1 and with (k, `)th entry 0 otherwise when 1 ≤ k ≤ N and 1 ≤ ` ≤ N −1,
and with (k,N)th entry −αk−1, for 1 ≤ k ≤ N , where ϕ ∈ F[x] is an irreducible polynomial with
degree d, n is a positive integer such that

ϕn = xN + αN−1x
N−1 + · · · + α1x+ α0 ∈ F[x], (2.14c)

and where
deg(ϕn) = N = dn. (2.14d)

Lemma 2.6. If A is as given in Equations (2.14a) – (2.14d) then there exists a vector ζ ∈ F
N×1 such

that
F
N×1 = { f(A)ζ | f ∈ F[x] and deg(f) < N }

and such that
ϕn(A)ζ = 0.

Furthermore, there is exactly one polynomial f ∈ F[x] with degree less than N = dn such that

y = f(A)ζ

for any given vector y ∈ F
N×1.

Proof. Consider the kth elementary vector ek ∈ F
N×1, for 1 ≤ k ≤ N , whose `th entry is 1 if k = ` and

0 otherwise, for 1 ≤ ` ≤ N . Since
A = X−1ZX,

for a nonsingular matrix X ∈ F
N×N , it suffices to set

ζ = X−1e1 (2.15)

in order to satisfy the conditions given in the lemma: It is easily checked, using the above relationships
and Equation (2.14b), that

Ai−1ζ = (X−1ZX)i−1X−1e1

= X−1Zi−1XX−1e1

= X−1Zi−1ei
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= X−1ei

for 1 ≤ i ≤ N .

Since the matrix X−1 is nonsingular, the vectors

ζ = X−1e1, Aζ = X−1e2, . . . , A
N−1ζ = X−1eN

form a basis for F
N×1, so that

F
N×1 = { f(A)ζ | f ∈ F[x] and deg(f) < N }

as claimed.

It is also clear from the definition of ζ at line (2.15), and from Equations (2.14b) and (2.14c), that

ϕn(A)ζ = X−1ϕn(Z)e1 = 0.

Finally, if y ∈ F
N×1 then it is possible to write y as

y = X−1




α0

α1
...

αN−1


 (2.16)

for values α0, α1, . . . , αN−1 ∈ F. In this case,

y = f(A)ζ (2.17)

for the polynomial
f = α0 + α1x+ · · · + αN−1x

N−1. (2.18)

It is also clear that, since X−1 is nonsingular, there is only once choice of values α0, α1, . . . , αN−1 ∈ F

such that Equation (2.16) is satisfied, so that there is only one polynomial f ∈ F[x] with degree less
than N = dn such that Equations (2.17) and (2.18) are satisfied, as well.

Corollary 2.7. If A and ζ are as described in Lemma 2.6 and f ∈ F[x], then

f(A)ζ = 0 if and only if f ≡ 0 mod ϕn.

Proof. If f ∈ F[x] then f = fL + ϕnfH for polynomials fL, fH ∈ F[x] such that fL has degree less
than N = dn. It follows by the results of the lemma that

f(A)ζ = fL(A)ζ + ϕn(A)fH(A)ζ = fL(A)ζ + fH(A)(ϕn(A)ζ) = fL(A)ζ,

and, furthermore, that fL(A)ζ = 0 if and only if fL = 0.

Once again, let MA,m,i,v1,v2,...,vm and let δ1, δ2, . . . , δm be as given in Definition 2.1.

Lemma 2.8. If A is as given in Equations (2.14a) – (2.14d) and m and i are positive integers such
that m ≤ i, then DA,m,i is equal to the number of choices of polynomials

f1, f2, . . . , fm ∈ F[x]

where fj has degree less than N = dn for 1 ≤ j ≤ m, and of polynomials

g1, g2, . . . , gm ∈ F[x]

where gj has degree less than δj for 1 ≤ j ≤ m, such that

f1g1 + f2g2 + · · · + fmgm ≡ 0 mod ϕn.
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Proof. Recall that, by Definition 2.2, DA,m,i is the number of choices of vectors v1, v2, . . . , vm ∈ F
N×1

and scalars
d1,0, d1,1, . . . , d1,δ1−1, . . . , dm,0, dm,1, . . . , dm,δm−1

such that Equation (2.2) is satisfied.

It follows by Lemma 2.6 that the number of choices of vectors v1, v2, . . . , vm ∈ F
N×1 is the same as the

number of choices of polynomials f1, f2, . . . , fm ∈ F[x] that each has degree less than N = dn. Indeed,
there is exactly one such polynomial fj ∈ F[x] with degree less than N such that

vj = fj(A)ζ (2.19)

for 1 ≤ j ≤ m and for the vector ζ described in the lemma.

There is also a straightforward one-to-one correspondence between the sequences of scalars

d1,0, d1,1, . . . , d1,δ1−1, . . . , dm,0, dm,1, . . . , dm,δm−1

and sequences of polynomials g1, g2, . . . , gm ∈ F[x] such that the degree of gj is less than δj for 1 ≤ j ≤ m:
It suffices to set

gj = dj,0 + dj,1x+ . . . , dj,δj−1x
δj−1 ∈ F[x] (2.20)

for 1 ≤ j ≤ m in order to obtain this correspondence.

Consider the definition of MA,m,i,v2,v2,...,vm (Definition 2.1 on page 3). If the above vectors, scalars, and
polynomials are related as shown in Equations (2.19) and (2.20), then it follows by the above definition
that

MA,m,i,v1,v2,...,vm




d1,0

d1,1
...

dm,δm−1


 = (f1g1 + f2g2 + . . . , fmgm)(A)ζ.

It follows by Corollary 2.7 that

MA,m,i,v1,v2,...,vm




d1,0

d1,1
...

dm,δm−1


 = 0 ⇐⇒ f1g1 + f2g2 + · · · + fmgm ≡ 0 mod ϕn.

The claim now follows by the correspondences described at the beginning of this argument.

We are now ready to count DA,m,i in another way.

Lemma 2.9. Consider a sequence of polynomials

g1, g2, . . . , gm ∈ F[x]

such that the degree of gj is less than δj for 1 ≤ j ≤ m.

(a) If at least one of the polynomials g1, g2, . . . , gm is not divisible by ϕ then there are exactly qN(m−1)

choices of polynomials
f1, f2, . . . , fm ∈ F[x],

each with degree less than N = dn, such that

f1g1 + f2g2 + · · · + fmgm ≡ 0 mod ϕn.
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(b) Let h be a positive integer such that dh < δ1 = di/me. If the polynomials g1, g2, . . . , gm are all
divisible by ϕh, but at least one of these polynomials is not divisible by ϕh+1, then there are exactly
qN(m−1)+dh choices of polynomials

f1, f2, . . . , fm ∈ F[x],

each with degree less than N = dn, such that

f1g1 + f2g2 + · · · + fmgm ≡ 0 mod ϕn.

(c) Finally, if the polynomials g1, g2, . . . , gm are all divisible by ϕh, where dh ≥ δ1 = di/me, then there
are exactly qNm choices of polynomials

f1, f2, . . . , fm ∈ F[x],

each with degree less than N = dn, such that

f1g1 + f2g2 + · · · + fmgm ≡ 0 mod ϕn.

Proof. Once again, let g1, g2, . . . , gm be polynomials in F[x] such that the degree of gj is less than δj for
1 ≤ j ≤ m, where F = Fq is the finite field with q elements

(a) Suppose that at least one of g1, g2, . . . , gm is not divisible by ϕ. In particular, suppose that g` is
not divisible by ϕ where 1 ≤ ` ≤ m.

In this case, since ϕ is irreducible, the greatest common divisor of g` and ϕn is 1, so there exist
polynomials s, t ∈ F[x] such that

sg` + tϕn = 1.

Clearly, s is also relatively prime to ϕn if the above equation is satisfied. Consequently, if
f1, f2, . . . fm are polynomials in F[x] with degrees less than N = dn, then

f1g1 + f2g2 + · · · + fmgm ≡ 0 mod ϕn

⇐⇒ f`g` ≡ −(f1g1 + f2g2 + · · · + f`−1g`−1 + f`+1g`+1 + · · · + fmgm) mod ϕn

⇐⇒ f` ≡ −s(f1g1 + f2g2 + · · · + f`−1g`−1 + f`+1g`+1 + · · · + fmgm) mod ϕn,

since sg` ≡ 1 mod ϕn.

It follows that there is exactly one choice of a polynomial f` ∈ F[x] with degree less than N = dn,
for any choice of the polynomials f1, f2, . . . , f`−1, f`+1, . . . , fm ∈ F[x] with degree less than N , such
that the desired equation is satisfied. Since there are exactly qN(m−1) choices of the polynomials
f1, f2, . . . , f`−1, f`+1, . . . , fm, this establishes the claim.

(b) Suppose next that h is a positive integer such that dh < δ1 = di/me, that each of the polynomials
g1, g2, . . . , gm are divisible by ϕh, and that at least one of them is not divisible by ϕh+1. Suppose,
in particular, that g` is not divisible by ϕh+1 for an integer ` such that 1 ≤ ` ≤ m.

In this case we may write gj as gj = ϕhĝj , for 1 ≤ j ≤ m, and note that ĝ` and ϕn are relatively
prime. Thus the greatest common divisor of g` and ϕn is ϕh and there exist polynomials s and t
such that

sg` + tϕn = ϕh.
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Note that, in this case,
sĝ` + tϕn−h = 1,

so (once again) s and ϕn are relatively prime.

It follows that if f1, f2, . . . , fm are polynomials in F[x] with degrees less than N = dn, then

f1g1 + f2g2 + · · · + fmgm ≡ 0 mod ϕn

⇐⇒ f`g` ≡ −(f1g1 + f2g2 + · · · + f`−1g`−1 + f`+1g`+1 + · · · + fmgm) mod ϕn

⇐⇒ f`ϕ
h ≡ −s(f1g1 + f2g2 + · · · + f`−1g`−1 + f`+1g`+1 + · · · + fmgm) mod ϕn

⇐⇒ f`ϕ
h ≡ −s(f1ĝ1 + f2ĝ2 + . . .+ f`−1ĝ`−1 + f`+1ĝ`+1 + · · · + fmĝm)ϕh mod ϕn

⇐⇒ f` ≡ −s(f1ĝ1 + f2ĝ2 + · · · + f`−1ĝ`−1 + f`+1ĝ`+1 + fmĝm) mod ϕn−h.

The latter condition on f` is satisfied whenever

f` = fHϕ
n−h + fL,

where fL ∈ F[x] is a polynomial with degree less than deg(ϕn−h) = d(n− h) such that

fL ≡ −s(f1ĝ1 + f2ĝ2 + · · · + f`−1ĝ`−1 + f`+1ĝ`+1 + · · · + fmĝm) mod ϕn−h,

and where fH is an arbitrarily chosen polynomial in F[x] with degree less than dh.

Since there is exactly one choice of fL possible, for any choice of f1, f2, . . . , f`−1, f`+1, . . . , fm
and fH , and since there are exactly qN(m−1)+dh choices of f1, f2, . . . , f`−1, f`+1, . . . , fm and fH ,
this establishes part (b).

(c) Finally it should be noted that if g1, g2, . . . , gm ∈ F[x] are polynomials such that the degree of gj
is less than δj ≤ di/me for 1 ≤ j ≤ m, and each of these polynomials is divisible by ϕh, where
dh ≥ di/me, then

g1 = g2 = · · · = gm = 0.

In this case,
f1g1 + f2g2 + · · · + fmgm ≡ 0 mod ϕn

for every choice of polynomials f1, f2, . . . , fm ∈ F[x] that each has degree less than N = dn, and
there are exactly qNm choices of these polynomials.

Lemma 2.10. If A is as given in Equations (2.14a) – (2.14d), and m and i are positive integers such
that i ≥ m, then

DA,m,i < qNm + qN(m−1)+i
∑

h≥0

q−(m−1)dh.

Proof. Suppose first that h is a nonnegative integer such that dh ≤ δm = bi/mc. Then, since

δ1 + δ2 + · · · + δm = i,

there are exactly qi−mdh sequences of polynomials

g1, g2, . . . , gm ∈ F[x]

such that the degree of gj is less than δj for 1 ≤ j ≤ m and such that g1, g2, . . . , gm are all divisible
by ϕh. On the other hand, if dh > δm then the degree of ϕh is at least δ1 = di/me, and there is exactly
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one sequence of polynomials g1, g2, . . . , gm ∈ F[x] satisfying the given degree and divisibility constraints,
namely, the sequence

g1 = g2 = · · · = gm = 0.

It now follows by the definition of DA,m,i (given on page 3) and Lemma 2.9 that, if A is as given in
Equations (2.14a) and (2.14b), then

DA,m,i ≤

b(bi/mc/d)c∑

h=0

(
qi−mdh · qN(m−1)+dh

)
+ qNm

< qNm +
∑

h≥0

qN(m−1)+i−(m−1)dh

= qNm + qN(m−1)+i
∑

h≥0

q−(m−1)dh,

as claimed.

Using the closed form for a geometric series, we may now conclude that

DA,m,i < qNm +
qN(m−1)+i

1 − q−(m−1)d
= qNm +

qNm

qN−i − qN−i−(m−1)d
(2.21)

when A is as given in Equations (2.14a) – (2.14d).

2.3.2 Second Case

Suppose next that A is similar to a block diagonal matrix where each block is a companion matrix of
the type considered in the first case:

A = X−1∆X (2.22a)

for a nonsingular matrix X ∈ F
N×N , and for a block diagonal matrix

∆ =




Z1 0
Z2

. . .

0 Z`


 ∈ F

N×N , (2.22b)

where each block Zj is the companion matrix of a positive power of ϕ. That is, there exist positive
integers n1, n2, . . . , n` such that

Zj =




0 −αj,0
1 0 −αj,1

1 −αj,2
. . .

...
1 −αj,dnj−1



∈ F

dnj×dnj (2.22c)

is the companion matrix of the polynomial

ϕnj = xdnj + αj,dnj−1x
dnj−1 + · · · + αj,1x+ αj,0 ∈ F[x], (2.22d)

11



for 1 ≤ j ≤ `, and such that

n1 ≥ n2 ≥ · · · ≥ n` ≥ 1 and d(n1 + n2 + · · · + n`) = N. (2.22e)

In this case, A has minimal polynomial ϕn1 and characteristic polynomial
∏`
j=1 ϕ

nj = ϕN/d.

In this section we will consider the case that ` ≤ m− 1.

The next result generalizes Lemma 2.6 for this case.

Lemma 2.11. If A is as given in Equations (2.22a) – (2.22e), then there exist vectors ζ1, ζ2, . . . , ζ` ∈
F
N×1 such that

F
N×1 = V1 ⊕ V2 ⊕ · · · ⊕ V`,

where
Vj = { f(A)ζj | f ∈ F[x] and deg(f) < dnj },

and such that
ϕnj (A)ζj = 0

for 1 ≤ j ≤ `.

Furthermore, there is exactly one sequence of polynomials f1, f2, . . . , f` such that fj ∈ F[x] has degree
less than dnj for 1 ≤ j ≤ ` and such that

y = f1(A)ζ1 + f2(A)ζ2 + · · · + f`(A)ζ`

for any given vector y ∈ F
N×1.

Proof. As in the proof of Lemma 2.6, it is sufficient to identify the values ζ1, ζ2, . . . , ζ` that are mentioned
in the statement of the lemma and to check that the given properties are all satisfied.

If A is as described in the statement of the lemma then it suffices to set

ζj = X−1ed(n1+n2+···+nj−1)+1

for 1 ≤ j ≤ ` (so that ζ1 = X−1e1). It can then be shown that

Ak−1ζj = X−1ed(n1+n2+···+nj−1)+k

whenever 1 ≤ j ≤ ` and k is a positive integer such that 1 ≤ k ≤ dnj . Consequently the vector space Vj
described in the statement of the lemma has a basis

X−1ed(n1+n2+···+nj−1)+1, X
−1ed(n1+n2+···+nj−1)+2, . . . , X

−1ed(n1+n2+···+nj−1+nj),

and, since the matrix X−1 is nonsingular, it follows immediately that

F
N×1 = V1 ⊕ V2 ⊕ · · · ⊕ V`

as claimed.

It is also clear from the definition of ζj (and Equations (2.22a) – (2.22c)) that

ϕnj (A)ζj = X−1ϕnj (∆)ed(n1+n2+···+nj−1)+1 = 0

for 1 ≤ j ≤ `.
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Consider a vector y ∈ F
N×1. Since the matrix X−1 is nonsingular, it is possible to write y as

y = X−1




α0

α1
...

αN−1


 (2.23)

for values α0, α1, . . . , αN−1 ∈ F. In this case,

y = f1(A)ζ1 + f2(A)ζ2 + · · · + f`(A)ζ` (2.24)

when

fj = αd(n1+n2+···+nj−1) + αd(n1+n2+···+nj−1)+1x+ · · · + αd(n1+n2+···+nj−1+nj)−1x
dnj−1 ∈ F[x] (2.25)

for 1 ≤ j ≤ `.

Since X−1 is nonsingular, it is clear that there is only one choice of values α0, α1, . . . , αN−1 ∈ F such
that Equation (2.23) is satisfied, so that there is only one sequence of polynomials f1, f2, . . . , f` ∈ F[x]
such that the degree of fj is less than dnj for 1 ≤ j ≤ ` and such that Equations (2.24) and (2.25) are
satisfied, as well.

The argument used to establish Corollary 2.7 from Lemma 2.6 can be used to establish the following
result from Lemma 2.11, as well.

Corollary 2.12. If A and ζ1, ζ2, . . . , ζ` are as described in Lemma 2.11, and f1, f2, . . . , f` ∈ F[x], then

f1(A)ζ1 + f2(A)ζ2 + · · · + f`(A)ζ` = 0

if and only if fj is divisible by ϕnj in F[x] for 1 ≤ j ≤ `.

Lemma 2.13. If A is as given in Equations (2.22a) – (2.22e) and m and i are positive integers such
that i ≥ m, then DA,m,i is equal to the number of choices of polynomials

fj,k ∈ F[x] for 1 ≤ j ≤ ` and 1 ≤ k ≤ m

where deg(fj,k) < dnj for all j and k as above, and of polynomials

g1, g2, . . . , gm ∈ F[x]

where the degree of gk is less than δk for 1 ≤ k ≤ m, such that

fj,1g1 + fj,2g2 + · · · + fj,mgm ≡ 0 mod ϕnj

for every integer j such that 1 ≤ j ≤ `.

Proof. Recall that, by Definition 2.2, DA,m,i is the number of choices of vectors v1, v2, . . . , vm ∈ F
N×1

and scalars

d1,0, d1,1, . . . , d1,δ1−1, . . . , dm,0, dm,1, . . . , dm,δm−1

such that Equation (2.2) is satisfied.
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It follows by Lemma 2.11 that the number of choices of vectors v1, v2, . . . , vm ∈ F
N×1 is the same as the

number of choices of polynomials fj,k ∈ F[x] such that fj,k has degree less than dnj , for 1 ≤ j ≤ ` and
1 ≤ k ≤ m. Indeed, there is exactly one such choice of polynomials f1,k, f2,k, . . . , f`,k such that

vk = f1,k(A)ζ1 + f2,k(A)ζ2 + · · · + f`,k(A)ζ` (2.26)

for 1 ≤ k ≤ m, and for the vectors ζ1, ζ2, . . . , ζ` described in the lemma.

As noted in the proof of Lemma 2.8, there is also a straightforward one-to-one correspondence between
the sequences of scalars

d1,0, d1,1, . . . , d1,δ1−1, . . . , dm,0, dm,1, . . . , dm,δm−1

and sequences of polynomials g1, g2, . . . , gm ∈ F[x] such that the degree of gk is less than δk for 1 ≤ k ≤ m:
It is sufficient to define g1, g2, . . . , gm as shown in Equation (2.20) on page 8 to achieve this.

Once again, consider the definition of MA,m,i,v1,v2,...,vm (Definition 2.1 on page 3). If the above vectors,
scalars, and polynomials are as related in Equations (2.26) and (2.20), then it follows by the above
definition that

MA,m,i,v1,v2,...,vm




d1,0

d1,1
...

dm,δm−1


 =

∑̀

j=1

(fj,1g1 + fj,2g2 + · · · + fj,mgm)(A)ζj .

It follows by Corollary 2.12 that

MA,m,i,v1,v2,...,vm




d1,0

d1,1
...

dm,δm−1


 = 0 ⇐⇒ fj,1g1+fj,2g2+· · ·+fj,mgm ≡ 0 mod ϕnj for 1 ≤ j ≤ `.

The claim now follows by the definition of DA,m,i.

Lemma 2.14. Suppose, once again, that ` ≤ m− 1.

Consider a sequence of polynomials

g1, g2, . . . , gm ∈ F[x]

such that the degree of gk less than δk for 1 ≤ k ≤ m.

(a) If at least one of the polynomials g1, g2, . . . , gm is not divisible by ϕ then there are exactly qN(m−1)

choices of polynomials

fj,k ∈ F[x] for 1 ≤ j ≤ ` and 1 ≤ k ≤ m

such that deg(fj,k) < dnj for all j and k as above, and such that

fj,1g1 + fj,2g2 + · · · + fj,mgm ≡ 0 mod ϕnj

for 1 ≤ j ≤ `.
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(b) Let h be a positive integer such that dh < δ1 = di/me. If the polynomials g1, g2, . . . , gm are all
divisible by ϕh, but at least one of these polynomials is not divisible by ϕh+1, then there are at
most qN(m−1)+dh` choices of polynomials

fj,k ∈ F[x] for 1 ≤ j ≤ ` and 1 ≤ k ≤ m

such that deg(fj,k) < dnj for all j and k as above, and such that

fj,1g1 + fj,2g2 + · · · + fj,mgm ≡ 0 mod ϕnj

for 1 ≤ j ≤ `.

(c) Finally, if the polynomials g1, g2, . . . , gm are all divisible by ϕh, where dh ≥ δ1 = di/me, then there
are exactly qNm choices of polynomials

fj,k ∈ F[x] for 1 ≤ j ≤ ` and 1 ≤ k ≤ m

such that deg(fj,k) < dnj for all j and k as above, and such that

fj,1g1 + fj,2g2 + · · · + fj,mgm ≡ 0 mod ϕnj

for 1 ≤ j ≤ `.

Proof. Suppose g1, g2, . . . , gm are polynomials in F[x] that the degree of gk is less than δk for 1 ≤ k ≤ m.

(a) Suppose first that at least one of g1, g2, . . . , gm is not divisible by ϕ. In particular, suppose that
ga is not divisible by ϕ for some integer a such that 1 ≤ a ≤ m. In this case the greatest common
divisor of ga and ϕn1 is 1, since ϕ is irreducible, and there exist polynomials s, t ∈ F[x] such that

sga + tϕn1 = 1.

It is clear that s and ϕn1 are relatively prime as well. Consequently, if fj,k are polynomials in F[x],
for 1 ≤ j ≤ ` and 1 ≤ k ≤ m, then, since n1 ≥ nj for 1 ≤ j ≤ `, the argument given in the proof
of Lemma 2.9(a) can be applied once again to establish that

fj,1g1 + fj,2g2 + · · · + fj,mgm ≡ 0 mod ϕnj for 1 ≤ j ≤ `

⇐⇒ fj,a ≡ −s(fj,1g1 + fj,2g2 + · · · + fj,a−1ga−1

+ fj,a+1ga+1 + · · · + fj,mgm) mod ϕnj for 1 ≤ j ≤ `.

It follows that there is exactly one choice of the polynomials

f1,a, f2,a, . . . , f`,a

for any choice of the set of polynomials fj,k for 1 ≤ j ≤ `, 1 ≤ k ≤ m and k 6= a, such that the
desired equations are satisfied. Since

d(n1 + n2 + · · · + n`) = N,

there are exactly qN(m−1) choices of the polynomials fj,k, for 1 ≤ j ≤ ` and 1 ≤ k ≤ m such that
k 6= a, establishing part (a) of the claim.
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(b) Suppose next that h is a positive integer such that dh < δ1 = di/me, that each of the polynomials
g1, g2, . . . , gm are divisible by ϕh, and that at least one of them is not divisible by ϕh+1. Once
again, suppose that ga is not divisible by ϕh+1 for an integer a such that 1 ≤ a ≤ m.

Either h < n1 or h ≥ n1; these cases will be considered separately, below.

Suppose first that h < n1, so that gcd(ϕn1 , ga) = ϕh. Following an argument similar to the one
used to prove Lemma 2.9(b), we may continue by writing gj as ϕhĝj for 1 ≤ j ≤ m and noting
that ĝa and ϕn1 are relatively prime. Consequently, there exist polynomials s and t such that

sga + tϕn1 = ϕh and sĝa + tϕn1−h = 1.

It is clear from the latter equation that s and ϕn1 are relatively prime. It follows, once again,
since n1 ≥ nj for 1 ≤ j ≤ `, that

fj,1g1 + fj,2g2 + · · · + fj,mgm ≡ 0 mod ϕnj for 1 ≤ j ≤ `

⇐⇒ fj,aϕ
h ≡ −s(fj,1g1 + fj,2g2 + · · · + fj,a−1ga−1

+ fj,a+1ga+1 + · · · + fj,mgm) mod ϕnj for 1 ≤ j ≤ `.

Now, if h ≤ nj , then the proof proceeds as before: We continue by observing that

fj,aϕ
h ≡ −s(fj,1g1 + fj,2g2 + · · · + fj,a−1ga−1 + fj,a+1ga+1 + · · · + fj,mgm) mod ϕnj

⇐⇒ fj,a ≡ −s(fj,1ĝ1 + fj,2ĝ2 + · · · + fj,a−1ĝa−1 + fj,a+1ĝa+1 + · · · + fj,mĝm) mod ϕnj−h,

and that the latter equation is satisfied if and only if

fj,a = fj,Hϕ
nj−h + fj,L

where fj,L is a polynomial with degree less than d(nj − h) such that

fj,L ≡ −s(fj,1ĝ1 + fj,2ĝ2 + · · · + fj,a−1ĝa−1 + fj,a+1ĝa+1 · · · + fj,mĝm) mod ϕnj−h,

and where fj,H is an arbitrarily chosen polynomial in F[x] with degree less than dh. Consequently,
if 1 ≤ j ≤ ` and h ≤ nj then there are exactly qdnj(m−1)+dh choices of the polynomials

fj,1, fj,2, . . . , fj,m ∈ F[x]

such that each of these polynomials has degree less than dnj and such that

fj,1g1 + fj,2g2 + · · · + fj,mgm ≡ 0 mod ϕnj .

On the other hand, if h > nj then, since g1, g2, . . . , gm are divisible by ϕnj , the equation

fj,1g1 + fj,2g2 + · · · + fj,mgm ≡ 0 mod ϕnj

is satisfied for every choice of polynomials

fj,1, fj,2, . . . , fj,m ∈ F[x]

such that each of the above polynomials has degree less than dnj . Consequently there are exactly
qdmnj ways to choose the above polynomials in this case. Since nj < h, dmnj < dnj(m− 1) + dh,
so that there are at most (indeed, strictly fewer than) qdnj(m−1)+dh choices of the polynomials

fj,1, fj,2, . . . , fj,m ∈ F[x]
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such that each of these polynomials has degree less than dnj and such that

fj,1g1 + fj,2g2 + · · · + fj,mgm ≡ 0 mod ϕnj

in this case as well.

It follows that the number of choices of polynomials fj,k such that 1 ≤ j ≤ `, 1 ≤ k ≤ m, and the
given conditions are satisfied, is less than or equal to

∏̀

j=1

qdnj(m−1)+dh = q(
P`

j=1 dnj)(m−1)+dh` = qN(m−1)+dh`,

when h < n1.

It remains to consider the case that h ≥ n1. Since gk is divisible by ϕh for 1 ≤ k ≤ m, and since
n1 ≥ nj for 1 ≤ j ≤ `, it follows that

g1 ≡ g2 ≡ · · · ≡ gm ≡ 0 mod ϕnj

for every integer j such that 1 ≤ j ≤ `. Consequently

fj,1g1 + fj,2g2 + · · · + fj,mgm ≡ 0 mod ϕnj

for 1 ≤ j ≤ `, for every choice of polynomials fj,k such that deg(fj,k) < dnj , for 1 ≤ j ≤ `
and 1 ≤ k ≤ m. Since d(n1 + n2 + · · · + n`) = N , there are exactly qNm such choices of these
polynomials.

Note, in this case, that

Nm = N(m− 1) +N

= N(m− 1) + d(n1 + n2 + · · · + n`) (since d(n1 + n2 + · · · + n`) = N)

≤ N(m− 1) + dn1` (since nj ≤ n1 for 1 ≤ j ≤ `)

≤ N(m− 1) + dh` (since n1 ≤ h).

Consequently qNm ≤ qN(m−1)+dh` in this case, and there are at most qN(m−1)+dh` choice of
polynomials fj,k satisfying the desired conditions (for 1 ≤ j ≤ ` and 1 ≤ k ≤ m) in this case, as
well.

(c) The proof of part (c) of this claim is essentially the same as the proof of Lemma 2.9(c): One notes
that if the given conditions are satisfied then

g1 = g2 = · · · = gm = 0

so that (in the present case) all choices of the polynomials fj,k such that 1 ≤ j ≤ `, 1 ≤ k ≤ m,
and the degree of fj,k is less than dnj for all j and k, satisfy the given conditions. Once again,
there are exactly qNm ways to choose these polynomials.

The next result can be established from the above one in much the same way that Lemma 2.10 was
established from Lemma 2.9.
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Lemma 2.15. If A is as given in Equations (2.22a) – (2.22e) and m and i are positive integers such
that i ≥ m > `, then

DA,m,i < qNm + qN(m−1)+i
∑

h≥0

q−(m−`)dh.

Proof. Arguing as in the proof of Lemma 2.10, but using the results of Lemma 2.14 instead of those of
Lemma 2.9, we find that if A, m, and i satisfy the conditions given in the statement of the lemma then

DA,m,i ≤

b(bi/mc/d)c∑

h=0

(
qi−mdh · qN(m−1)+dh`

)
+ qNm

≤ qNm +
∑

h≥0

qN(m−1)+i−(m−`)dh

= qNm + qN(m−1)+i
∑

h≥0

q−(m−`)dh.

Using the closed form for a geometric series, we may now conclude that

DA,m,i < qNm +
qN(m−1)+i

1 − q−(m−`)d
= qNm +

qNm

qN−i − qN−i−(m−`)d
(2.27)

when A is as given in Equations (2.22a) – (2.22e).

2.3.3 Third Case

We next eliminate the assumption that the characteristic polynomial of A is a power of an irreducible
polynomial in F[x]. However, the assumption that the number of nontrivial invariant factors is small
will be retained.

Suppose now that
A = X−1ΛX (2.28a)

for a nonsingular matrix X ∈ F
N×N , and for a block diagonal matrix

Λ =




∆0

∆1

. . .

∆H


 ∈ F

N×N . (2.28b)

In this case, ∆h is a matrix whose characteristic polynomial is a power of an irreducible polynomial ϕh
with degree dh ≥ 1 in F[x], for 0 ≤ h ≤ H, so that

ϕ0, ϕ1, ϕ2, . . . , ϕH

are distinct monic irreducible polynomials in F[x].

It will be useful, in the sequel, to consider the case that the given irreducible polynomial is x separately
from other cases. To facilitate this we will suppose that ϕ0 = x (so that d0 = 1), that H ≥ 0, and that

ϕ1, ϕ2, . . . , ϕH

are the (remaining) monic irreducible divisors of the characteristic polynomial of A.
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To continue, we will suppose that ∆h is a block diagonal matrix

∆h =




Zh,1
Zh,2

. . .

Zh,`h


 ∈ F

Nh×Nh (2.28c)

for an integer `h ≥ 0 for 0 ≤ h ≤ H, and that

Zh,j =




0 −αh,j,0
1 0 −αh,j,1

1 −αh,j,2
. . .

...
1 −αh,j,dhnh,j−1



∈ F

dhnh,j×dhnh,j (2.28d)

is the companion matrix of the polynomial

ϕ
nh,j

h = xdhnh,j + αh,j,dhnh,j−1x
dhnh,j−1 + · · · + αh,j,1x+ αh,j,0 (2.28e)

for 0 ≤ h ≤ H and 1 ≤ j ≤ `h, and such that

`0 ≥ 0 and `h ≥ 1 for 1 ≤ h ≤ H, (2.28f)

nh,1 ≥ nh,2 ≥ · · · ≥ nh,`h ≥ 1 for 0 ≤ h ≤ H, (2.28g)

dh(nh,1 + nh,2 + · · · + nh,`h) = Nh for 0 ≤ h ≤ H, (2.28h)

and

N0 +N1 +N2 + · · · +NH = N. (2.28i)

If parameters are as defined above then A is nonsingular if and only if `0 = 0, while A is nilpotent if
and only if H = 0.

Finally, let
` = max(`0, `1, `2, . . . , `h). (2.28j)

Since we are still interested in the case that the number of invariant factors is small, we will consider
the case that ` ≤ m− 1.

The next result generalizes Lemma 2.11.

Lemma 2.16. If A is as given in Equations (2.28a) – (2.28j), then there exists vectors ζh,j ∈ F
N×1,

for 0 ≤ h ≤ H and 1 ≤ j ≤ `h, such that

F
N×1 =

⊕

0≤h≤H

1≤j≤`h

Vh,j

where
Vh,j = { f(A)ζh,j | f ∈ F[x] and deg(f) < dhnh,j },

and such that
ϕ
nh,j

h (A)ζh,j = 0
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for 0 ≤ h ≤ H and 1 ≤ j ≤ `h.

Furthermore, there is exactly one sequence of polynomials

f0,1, f0,2, . . . , f0,`0 , . . . , fH,1, fH,2, . . . , fH,`H ∈ F[x]

such that fh,j has degree less than dhnh,j, for 0 ≤ h ≤ H and 1 ≤ j ≤ `h, and such that

y =
∑

0≤h≤H

1≤j≤`h

fh,j(A)ζh,j

for any given vector y ∈ F
N×1.

Sketch of Proof. As in the proof of Lemma 2.11, it is sufficient to identify the values of the vectors
ζh,j that are mentioned in the statement of the lemma and to check that the given properties are all
satisfied.

In this case, it is sufficient to set

ζh,j = X−1eN0+N1+···+Nh−1+dh(nh,1+nh,2+···+nh,j−1)+1

for 0 ≤ h ≤ H and 1 ≤ j ≤ `h. The proof can then be completed by making a sequence of observations
resembling those that were given in the proof of the above-mentioned lemma.

Corollary 2.17. If A and the vectors ζh,j are as described in Lemma 2.16, and fh,j ∈ F[x] for 0 ≤ h ≤ H
and 1 ≤ j ≤ `h, then ∑

0≤h≤H

1≤j≤`h

fh,j(A)ζh,j = 0

if and only if fh,j is divisible by ϕ
nh,j

h in F[x] for all h and j such that 0 ≤ h ≤ H and 1 ≤ j ≤ `h.

The next result generalizes Lemma 2.13 and can be proved by a straightforward generalization of this
lemma’s proof.

Lemma 2.18. If A is as given in Equations (2.28a) – (2.28j), and m and i are positive integers such
that i ≥ m, then DA,m,i is equal to the number of choices of polynomials

fh,j,k ∈ F[x] for 0 ≤ h ≤ H, 1 ≤ j ≤ `h, and 1 ≤ k ≤ m

where deg(fh,j,k) < dhnh,j for all h, j, and k as above, and of polynomials

g1, g2, . . . , gm ∈ F[x]

where the degree of gk is less than δk for 1 ≤ k ≤ m, such that

fh,j,1g1 + fh,j,2g2 + · · · + fh,j,mgm ≡ 0 mod ϕ
nh,j

h

for all integers h and j such that 0 ≤ h ≤ H and 1 ≤ j ≤ `h.

The next lemma generalizes Lemma 2.14.
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Lemma 2.19. Let ψA be the minimal polynomial of A, so that

ψA =
∏̀

h=0

ϕ
nh,1

h .

Suppose, once again, that ` ≤ m− 1.

Now consider a sequence of polynomials

g1, g2, . . . , gm ∈ F[x]

such that the degree of gk is less than δk for 1 ≤ k ≤ m.

(a) Suppose that
gcd(g1, g2, . . . , gm, ψA) = 1.

Then there are exactly qN(m−1) choices of polynomials

fh,j,k ∈ F[x] for 0 ≤ h ≤ H, 1 ≤ j ≤ `h, and 1 ≤ k ≤ m

such that deg(fh,j,k) < dhnh,j for all h, j, and k and such that

fh,j,1g1 + hh,j,2g2 + · · · + fh,j,mgm ≡ 0 mod ϕ
nh,j

h

for all integers h and j such that 0 ≤ h ≤ H and 1 ≤ j ≤ `h.

(b) Suppose that
gcd(g1, g2, . . . , gm, ψA) = ξ

for a polynomial ξ ∈ F[x] with degree δ, where 1 ≤ δ ≤ δ1 = di/me. Then there are at most
qN(m−1)+δ` choices of polynomials

fh,j,k ∈ F[x] for 0 ≤ h ≤ H, 1 ≤ j ≤ `h, and 1 ≤ k ≤ m

such that deg(fh,j,k) < dhnh,j for all h, j, and k and such that

fh,j,1g1 + fh,j,2g2 + · · · + fh,j,mgm ≡ 0 mod ϕ
nh,j

h

for all integers h and j such that 0 ≤ h ≤ H and 1 ≤ j ≤ `h.

(c) Finally, suppose that neither of the above cases applies. Then

g1 = g2 = · · · = gm = 0

and there are exactly qNm choices of polynomials

fh,j,k ∈ F[x] for 0 ≤ h ≤ H, 1 ≤ j ≤ `h, and 1 ≤ k ≤ m

such that deg(fh,j,k) < dhnh,j for all h, j, and k and such that

fh,j,1g1 + fh,j,2g2 + · · · + fh,j,mgm ≡ 0 mod ϕ
nh,j

h

for all integers h and j such that 0 ≤ h ≤ H and 1 ≤ j ≤ `h.
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Proof. Let ψA, `, and g0, g1, . . . , gm be as in the statement of the lemma. We will bound the number of
choices of the polynomials fh,j,k such that

fh,j,1g1 + fh,j,2g2 + · · · + fh,j,mgm ≡ 0 mod ϕ
nh,j

h (2.29)

for 0 ≤ h ≤ H and 1 ≤ j ≤ `h by an extension of the argument that was used to prove Lemma 2.14.

(a) Suppose first that
gcd(g1, g2, . . . , gm, ψA) = 1. (2.30)

Fix an integer h such that 0 ≤ h ≤ H, and consider the possible choices for polynomials fh,j,k
for 1 ≤ j ≤ `h and 1 ≤ k ≤ m such that Equation (2.29) is satisfied for all j. Since there are no
polynomials to be selected at all if h = `h = 0, we may assume that either h ≥ 1 or `0 ≥ 1. In
this case, since Equation (2.30) is satisfied and ϕh is irreducible and divides ψA, ϕh and ga must
be relatively prime for some integer a such that 1 ≤ a ≤ m.

By the argument used in the proof of part (a) of Lemma 2.14, there is exactly one choice of the
polynomials

fh,1,a, fh,2,a, . . . , fh,`h,a

for any choice of polynomials fh,j,k for 1 ≤ j ≤ `h and 1 ≤ k ≤ m where k 6= a, such that
Equation (2.29) is satisfied for all j. It follows that there are exactly qNh(m−1) choices of the
polynomials fh,j,k, for 1 ≤ j ≤ `h and 1 ≤ k ≤ m, such that the above-mentioned equations are
satisfied.

Consequently, the number of choices of polynomials fh,j,k for 0 ≤ h ≤ H, 1 ≤ j ≤ `h, and
1 ≤ k ≤ m, such that Equation (2.29) is satisfied for all h and j is

H∏

h=0

qNh(m−1) = q
PH

h=0Nh(m−1) = qN(m−1),

as required to prove part (a).

(b) Suppose next that
gcd(g1, g2, . . . , gm, ψA) = ξ (2.31)

for some polynomial ξ ∈ F[x] with degree δ, where 1 ≤ δ ≤ δ1 = di/me. Since ψA =
∏H
h=0 ϕ

nh,1

h ,
and ϕ0, ϕ1, . . . , ϕH are pairwise relatively prime irreducible polynomials with degrees d0, d1, . . . , dH
respectively, it follows that

ξ =
H∏

h=0

ψmh

h

for some sequence of nonnegative integers m0,m1,m2, . . . ,mH such that

0 ≤ mh ≤ nh,1 for 0 ≤ h ≤ H

and such that
m0d0 +m1d1 + · · · +mHdH = δ.

Fix h such that 0 ≤ h ≤ H. By the argument used to prove part (b) of Lemma 2.14, there are
at most qNh(m−1)+mhdh` choices of polynomials fh,j,k for 1 ≤ j ≤ `h and 1 ≤ k ≤ m such that
Equation (2.29) is satisfied for all j.

22



Consequently, the number of choices of fh,j,k for 0 ≤ h ≤ H, 1 ≤ j ≤ `h and 1 ≤ k ≤ m such that
Equation (2.29) is satisfied for all h and j is at most

H∏

h=0

qNh(m−1)+mhdh` = q
PH

h=0(Nh(m−1)+mhdh`) = qN(m−1)+δ`,

as required to prove part (b).

(c) Finally, suppose that neither of the cases discussed in parts (a) and (b) applies. Since the poly-
nomials g1, g2, . . . , gm each have degree less than δ1 = di/me, it follows that

g1 = g2 = · · · = gm = 0.

The result claimed in part (c) follows because there are exactly qNm choices of polynomials fh,j,k
for 0 ≤ h ≤ H, 1 ≤ j ≤ `h and 1 ≤ k ≤ m that satisfy the given degree constraints, and because
Equation (2.29) is satisfied for every choice of these polynomials.

The next result generalizes Lemma 2.15 and the analysis that follows it.

Lemma 2.20. If A is as given in Equations (2.28a)–(2.28j), and m and i are positive integers such
that i ≥ m > `, then

DA,m,i ≤





qNm + 6qN(m−1)+i logqN if m = `+ 1,

qNm + 4qN(m−1)+i if m = `+ 2,

qNm + qN(m−1)+i
(
1 + 2q`−m+1

)
if m ≥ `+ 3.

Proof. This can be established using Lemma 2.19, just as Lemma 2.15 was established using Lemma 2.14.

Let ξ ∈ F[x] be a factor of the minimal polynomial ψA of A with degree δ.

If δ < δ1 = di/me then there are at most qi−mδ polynomials g1, g2, . . . , gm ∈ F[x] such that the degree
of gk is less than δk for 1 ≤ k ≤ m and such that

gcd(g1, g2, . . . , gm, ψA) = ξ.

It follows by parts (a) and (b) of Lemma 2.19 that, for each of these choices of g1, g2, . . . , gm, there at
most qN(m−1)+δ` choices of the polynomials fh,j,k (for 0 ≤ h ≤ H, 1 ≤ j ≤ `h, and 1 ≤ k ≤ m) such
that

fh,j,1g1 + fh,j,2g2 + · · · + fh,j,mgm ≡ 0 mod ϕ
nh,j

h (2.32)

for all h and j such that 0 ≤ h ≤ H and 1 ≤ j ≤ `h.

On the other hand, if δ ≥ δ1 and g1, g2, . . . , gm are polynomials such that the degree of gk is less than
δk ≤ δ1 for 1 ≤ k ≤ m and such that

gcd(g1, g2, . . . , gm, ψA) = ξ

then ξ = ψA,

g1 = g2 · · · = gm = 0,
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and all possible choices of fh,j,k satisfy Equation (2.32), giving an additional qNm choices of these
polynomials such that the above equations are satisfied.

It follows by the above that

DA,m,i ≤ qNm + qN(m−1)+i
∑

ξ∈F[x]
ξ divides ψA

deg(ξ) < di/me

q(`−m) deg(ξ). (2.33)

Consider any polynomial ξ with degree less than di/me that divides the minimal polynomial ψA of A.
It follows by a consideration of the factorization of ψA that

ξ =
H∏

h=0

ϕmh

h ,

for nonnegative integers m0,m1, . . . ,mh such that 0 ≤ mh ≤ nh,1 for 0 ≤ h ≤ H and such that

d0m0 + d1m1 + · · · + dHmH = deg(ξ). (2.34)

Combining inequality (2.33) and equation (2.34), we have that

DA,m,i ≤ qNm + qN(m−1)+i
∑

m0,m1,...,mH≥0

q−(m−`)(d0m0+d1m1+...dHmH)

= qNm + qN(m−1)+i
H∏

h=0

∑

j≥0

(
q−(m−`)dhj

)

= qNm + qN(m−1)+i
H∏

h=0

(
1 − q−(m−`)dh

)−1
.

It follows that an upper bound for
H∏

h=0

(
1 − q−(m−`)dh

)−1

can be used to produce an upper bound for DA,m,i. Upper bounds that are sufficient to establish the
claim are developed in the rest of this argument.

Suppose first thatm = `+1. In this case, since ϕ0, ϕ1, . . . , ϕH are distinct irreducible polynomials in F[x]
that each divide ψA, and ψA has degree at most N , one can apply Proposition 3 of Wiedemann [15] to
conclude that

H∏

h=0

(
1 − q−(m−`)dh

)
=

H∏

h=0

(
1 − q−dh

)
≥

1

6 logqN
.

Consequently
H∏

h=0

(
1 − q−(m−`)dh

)−1
≤ 6 logqN,

as required to establish the claimed upper bound on DA,m,i in the case that m = `+ 1.
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Suppose next that m = `+ c for some integer c ≥ 2. In this case, one can use the fact that there are at
most qj/j monic irreducible polynomials with degree j in F[x], for any positive integer j, to establish
that

H∏

h=0

(
1 − q−(m−`)dh

)
≥ 1 −

H∑

h=0

q−(m−`)dh

= 1 −
H∑

h=0

q−cdh

≥ 1 −
∑

j≥1

qj

j
· q−cj

= 1 −
∑

j≥1

q−(c−1)j

j

= 1 − q−(c−1) −
∑

j≥2

q−(c−1)j

j

≥ 1 − q−(c−1) −
∑

j≥2

q−(c−1)j

2

= 1 − q−(c−1) −
q−2(c−1)

2

∑

j≥0

q−(c−1)j

≥ 1 − q−(c−1) −
q−2(c−1)

2

∑

j≥0

2−j (since q ≥ 2 and c ≥ 2)

= 1 − q−(c−1) − q−2(c−1).

Consequently
H∏

h=0

(
1 − q−(m−`)dh

)−1
≤
(
1 − q−(c−1) − q−2(c−1)

)−1
.

If c = 2 then

1 − q−(c−1) − q−2(c−1) = 1 − q−1 − q−2

≥ 1 − 2−1 − 2−2 (since q ≥ 2)

= 1
4 ,

so that (
1 − q−(c−1) − q−2(c−1)

)−1
≤ 4,

as required to establish the claimed upper bound in the case that m = `+ 2.

Finally, suppose that m = `+c for an integer c ≥ 3. In this case it should be noted (using the inequalities
that have already been established) that

(
1 + 2q`−m+1

) H∏

h=0

(
1 − q(m−`)dh

)
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≥
(
1 + 2q−(c−1)

)(
1 − q−(c−1) − q−2(c−1)

)

= 1 + q−3(c−1)
(
q2(c−1) − 3qc−1 − 2

)

≥ 1,

since qc−1 ≥ 22 = 4 when c ≥ 3 and since z2 − 3z − 2 ≥ 0 for every real number z such that z ≥ 4.

Consequently
H∏

h=0

(
1 − q−(m−`)dh

)−1
≤ 1 + 2q`−m+1

if m = `+ c for c ≥ 3, as required to establish the upper bound claimed for this case.

Recall that σA,m,i(j) is the probability that the matrix MA,m,i,v1,v2,...,vm is rank deficient by at least j,
assuming that the vectors v1, v2, . . . , vm are chosen uniformly and independently from F

N×1.

If i ≤ N then it follows by Equation (2.12) (on page 5) that

qNm + (q − 1)qNm+j−1σA,m,i(j) ≤ DA,m,i.

This can be used, along with the previous lemma, to establish the following.

Corollary 2.21. Let A and ` be as described above. Suppose that m ≤ i ≤ N and that j is a positive
integer such that 1 ≤ j ≤ i.

σA,m,i(j) ≤





6 logq N

(q−1) qN−i+j−1 if m = `+ 1,
4

(q−1) qN−i+j−1 if m = `+ 2,
1+2q`−m+1

(q−1) qN−i+j−1 if m ≥ `+ 3.

If i > N then it follows by Equation (2.13) that

qN(m−1)+i + (q − 1)qN(m−1)+i+j−1σA,m,i(j) ≤ DA,m,i.

This can be used to establish the following as well.

Corollary 2.22. Let A and ` be as described above. Suppose that i ≥ m, i > N , and that j is a positive
integer such that 1 ≤ j ≤ N .

σA,m,i(j) ≤





1
(q−1) qi+j−N−1 +

6 logq N

(q−1) qj−1 if m = `+ 1,
1

(q−1) qi+j−N−1 + 3
(q−1) qj−1 if m = `+ 2,

1
(q−1) qi+j−N−1 + 2q`−m+1

(q−1) qj−1 if m ≥ `+ 3.

3 Two Modifications

The following modifications of the preceding analysis will be useful for the analysis of block Lanczos
and block Wiedemann algorithms.
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3.1 Inclusion of an Additional Factor

Once again, let us consider the matrix MA,m,i,v1,v2,...,vm introduced in Definition 2.1 on page 3. It may
be useful to compare the following definitions to Definitions 2.2 and 2.3.

Definition 3.1. Suppose that m and i are positive integers. Let D̂A,m,i be the number of choices of
vectors v1, v2, . . . , vm ∈ F

N×1 and scalars

d1,0, d1,1, . . . , d1,δ1−1, . . . , dm,0, dm,1, . . . , dm,δm−1

for δ1, δ2, . . . , δm as given in Definition 2.1, such that

A ·MA,m,i,v1,v2,...,vm




d1,0

d1,1
...

dm,δm−1


 = 0. (3.1)

Once again, let r be the rank of A; clearly, the product of A and MA,m,i,v1,v2,...,vm has rank at most r.
This is reflected in the definition that is given next.

Definition 3.2. Suppose that m and i are positive integers and that j is a nonnegative integer. Let
ρ̂A,m,i(j) be the probability that the matrix A ·MA,m,i,v1,v2,...,vm is rank deficient by j, that is,

ρ̂A,m,i(j) = Prob [ rank (A ·MA,m,i,v1,v2,...,vm) = i− j ] if i ≤ r, (3.2)

and

ρ̂A,m,i(j) = Prob [ rank (A ·MA,m,i,v1,v2,...,vm) = r − j ] if i > r, (3.3)

and let σ̂A,m,i(j) be the probability that this matrix is rank deficient by at least j, that is,

σ̂A,m,i(j) = Prob [ rank (A ·MA,m,i,v1,v2,...,vm) ≤ i− j ] if i ≤ j, (3.4)

and

σ̂A,m,k(j) = Prob [ rank (A ·MA,m,i,v1,v2,...,vm) ≤ r − j ] if i > r, (3.5)

when the vectors v1, v2, . . . , vm are chosen uniformly and independently from F
N×1.

Lemmas 2.4 and 2.5 can be applied to establish the following equations, which should be compared
to Equations (2.10) – (2.13): Lemma 2.4 is used to establish Equation (3.7) when r < i ≤ N , and
Lemma 2.5 is used to establish this when i > N .

D̂A,m,i =
i∑

j=0

qNm+j ρ̂A,m,i(j) if i ≤ r, (3.6)

D̂A,m,i =
r∑

j=0

qNm−r+i+j ρ̂A,m,i(j) if i > r, (3.7)

D̂A,m,i = qNm + (q − 1)
i∑

j=1

qNm+j−1 σ̂A,m,i(j) if i ≤ r, (3.8)
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and

D̂A,m,i = qNm−r+i + (q − 1)
r∑

j=1

qNm−r+i+j−1 σ̂A,m,i(j) if i > r. (3.9)

Bounds on ρ̂A,m,i(j) and σ̂A,m,i(j) resembling those established for ρA,m,i(j) and σA,m,i(j) in Lemma 2.20
and Corollary 2.21 follow by a modification of the analysis in Section 2.3. The required changes are
summarized below.

3.1.1 Modification of the First Case

Suppose first that A is similar to a companion matrix and, furthermore, that its characteristic polynomial
is a power of a monic irreducible polynomial ϕ. In particular, suppose that A is as described at the
beginning of Section 2.3.1 and that A, Z, ϕ, d, and n are as in Equations (2.14a) – (2.14d).

Either ϕ = x or ϕ 6= x. It will be useful to consider these cases separately.

Case: ϕ = x. In this Lemma 2.6 and Corollary 2.7 are applicable, much as before. However, since
DA,m,i and D̂A,m,i have different definitions, a result that is similar, but not identical, to Lemma 2.8

can be obtained using the argument to establish that lemma: If A is as described here, then D̂A,m,i is
equal to the number of choices of polynomials

f1, f2, . . . , fm ∈ F[x]

where the degree of fj is less than N = n for 1 ≤ j ≤ m, and of polynomials

g1, g2, . . . , gm ∈ F[x]

where the degree of gj is less than δj for 1 ≤ j ≤ m, such that

f1g1 + f2g2 + · · · + fmgm ≡ 0 mod xn−1. (3.10)

One can proceed, as in the development of Lemma 2.9, by the counting the number of choices of
polynomials

f1, f2, . . . , fm

satisfying Equation (3.10) for any given choice of g1, g2, . . . , gm. Slightly different numbers of choices
(than in the above lemma) are obtained:

• If at least one of the polynomials g1, g2, . . . , gm is not divisible by x then there are exactly
qN(m−1)+1 choices of polynomials

f1, f2, . . . , fm ∈ F[x],

each with degree less than N , such that

f1g1 + f2g2 + · · · + fmgm ≡ 0 mod xn−1.

• Let h be a positive integer such that h < δ1 = di/me. If the polynomials g1, g2, . . . , gm are all
divisible by xh, but at least one of these polynomials is not divisible by xh+1, then there are
exactly qN(m−1)+h+1 choices of polynomials f1, f2, . . . , fm ∈ F[x], each with degree less than N ,
such that the above equation is satisfied.
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• Finally, if the polynomials g1, g2, . . . , gm are all divisible by xh, where h ≥ δ1 = di/me, then there
exactly qNm choices of polynomials f1, f2, . . . , fm ∈ F[x], each with degree less than N , such that
the above equation is satisfied (because g1 = g2 = · · · = gm = 0 in this case).

The argument used to establish Lemma 2.10 can now be used to show that

D̂A,m,i < qNm + qN(m−1)+i+1
∑

h≥0

q−(m−1)h,

so that

D̂A,m,i < qNm +
qNm

qN−i−1 − qN−i−m
.

Case: ϕ 6= x. In this case the matrix A is nonsingular. One can see by Definition 2.1 that

A ·MA,m,i,v1,v2,...,vm = MA,m,i,Av1,Av2,...,Avm

for any choice of vectors v1, v2, . . . , vm. Since Av1, Av2, . . . , Avm are uniformly and independently se-
lected from F

N×1 if v1, v2, . . . , vm are, it can be argued in this case that

D̂A,m,i = DA,m,i.

Consequently it follows by Lemma 2.10 that

D̂A,m,i < qNm + qN(m−1)+i
∑

h≥0

q−(m−1)dh = qNm +
qNm

qN−i − qN−i−(m−1)d

in this case.

3.1.2 Modification of the Second Case

Suppose next that A is as described at the beginning of Section 2.3.2, so that Equations (2.22a) –
(2.22e) are satisfied. Once again, the minimal polynomial of A is a power of some irreducible polynomial
ϕ ∈ F[x], and it is useful to consider the cases ϕ = x and ϕ 6= x separately.

Case: ϕ = x. In this case, material in Section 2.3.2 is modified in much the same way as material
in Section 2.3.1 was modified, above. Lemma 2.11 and Corollary 2.12 are unchanged, and are used
to establish a result that replaces Lemma 2.13: If A is as described here, then D̂A,m,i is equal to the
number of choices of polynomials

fj,k ∈ F[x] for 1 ≤ j ≤ ` and 1 ≤ k ≤ m

where deg(fj,k) < nj for all j and k as above, and of polynomials

g1, g2, . . . , gm ∈ F[x]

where the degree of gk is less than δk for 1 ≤ k ≤ m, such that

fj,1g1 + fj,2g2 + · · · + fj,mgm ≡ 0 mod xnj−1

for every integer j such that 1 ≤ j ≤ `. Continuing the analysis as in Section 2.3.2, one eventually
confirms that

D̂A,m,i < qNm + qN(m−1)+i+`
∑

h≥0

q−(m−`)h = qNm +
qNm

qN−i−` − qN−i−m
.
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Case: ϕ 6= x. Once again, it can be shown in this case that

D̂A,m,i = DA,m,i

so that it follows by the material in Section 2.3.2 that

D̂A,m,i < qNm + qN(m−1)+i
∑

h≥0

q−(m−`)dh = qNm +
qNm

qN−i − qN−i−(m−`)d
.

3.1.3 Modification of the Third Case

Suppose next that Equations (2.28a) – (2.28j) are satisfied.

Special Case: No Nontrivial Invariant Factors To begin, suppose that A has no nontrivial
invariant factors that all — so each invariant factor of A (in F[z]) is either divisible by z2 or not
divisible by z. In other words, let us suppose that A does not have any nilpotent blocks with size 1.

Lemma 2.16 and Corollary 2.17 hold, as before. These can be used to establish the following result,
which replaces Lemma 2.18 in this analysis: D̂A,m,i is equal to the number of choices of polynomials

fh,j,k ∈ F[x] for 0 ≤ h ≤ H, 1 ≤ j ≤ `h, and 1 ≤ k ≤ m

where deg(fh,j,k) < dhnh,j for all h, j and k as above, and of polynomials

g1, g2, . . . , gm ∈ F[x]

where the degree of gk is less than δk for 1 ≤ k ≤ m, such that

f0,j,1g1 + f0,j,2g2 + . . . , f0,j,mgm ≡ 0 mod xn0,j−1 for 1 ≤ j ≤ `0, (3.11)

and such that

fh,j,1g1 + fh,j,2g2 + · · · + fh,j,mgm ≡ 0 mod ϕ
nh,j

h for 1 ≤ h ≤ H and 1 ≤ j ≤ `h. (3.12)

This can be used to establish a result that resembles parts (a) and (b) of Lemma 2.19: If ψA is the
minimal polynomial of A,

g1, g2, . . . , gm ∈ F[x]

is a sequence of polynomials such that the degree of gk is less than δk for 1 ≤ k ≤ m, and

gcd(g1, g2, . . . , gm, ψA) = ξ

for a polynomial with degree δ, where 0 ≤ δ < δ1 = di/me, then there are at most qN(m−1)+δ`+`0 choices
of polynomials fh,j,k ∈ F[x] for 0 ≤ h ≤ H, 1 ≤ j ≤ `h, and 1 ≤ k ≤ m, such that deg(fh,j,k) < dhnh,j
for all h, j, and k, and such that the conditions shown at lines (3.11) and (3.12) are satisfied. On the
other hand, if the degree of

gcd(g1, g2, . . . , gm, ψA)

is greater than or equal to δ1 then it must be the case (as before) that

g1 = g2 = · · · = gm = 0,
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so that there are exactly qNm choices of the polynomials fh,j,k such that the given conditions are all
satisfied.

Note that if A has rank r then
r = N − `0

in this case. A modification of the analysis used to prove Lemma 2.20 establishes that

D̂A,m,i ≤ qNm + qNm−r+i
H∏

h=0

(
1 − q−(m−`)dh

)−1
,

so that (by a continuation of this analysis)

D̂A,m,i ≤





qNm + 6qNm−r+i logqN if m = `+ 1,

qNm + 4qNm−r+i if m = `+ 2,

qNm + qNm−r+i(1 + 2q`−m+1) if m ≥ `+ 3.

This can be used along with Equation (3.4) to establish that if i ≤ r then

σ̂A,m,i(j) ≤





6 logq N

(q−1) qr−i+j−1 if m = `+ 1,

4
(q−1) qr−i+j−1 if m = `+ 2,

1+2q`−m+1

(q−1) qr−i+j−1 if m ≥ `+ 3.

This can also be used along with Equation (3.5) to establish that if i > r then

σ̂A,m,i(j) ≤





1
(q−1) qi+j−r−1 +

6 logq N

(q−1) qj−1 if m = `+ 1,

1
(q−1) qi+j−r−1 + 3

(q−1) qj−1 if m = `+ 2,

1
(q−1) qi+j−r−1 + 2q`−m+1

(q−1) qj−1 if m ≥ `+ 3.

General Case: In general a matrix A ∈ F
N×N is similar to a block diagonal matrix, so that

A = X−1

[
Â 0
0 0

]
X

for a nonsingular matrix X ∈ F
N×N , where Â ∈ F

bN× bN is a matrix with no nontrivial invariant factors
(as considered above) and for an integer N̂ such that 0 ≤ N̂ ≤ N . The matrices Â and A clearly have
the same rank in this case.

Notice that if v ∈ F
N×1 then

v = X−1

[
v̂
ṽ

]

for vectors v̂ ∈ F
bN×1 and ṽ ∈ F

(N− bN)×1. Furthermore, if v is selected uniformly from F
N×1 then the

corresponding vectors v̂ and ṽ are selected uniformly and independently from F
bN×1 and from F

(N− bN)×1

respectively. It is easily checked that if j is a positive integer and v and v̂ are as above then

Ajv = X−1

[
Âj v̂

0

]
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as well. Consequently, if v1, v2, . . . , vm are uniformly and independently selected from F
N×1 then

A ·MA,m,i,v1,v2,...,vn = X−1

[
ÂM bA,m,i,bv1,bv2,...,bvn

0

]
,

where v̂1, v̂2, . . . , v̂m are chosen uniformly and independently from F
bN×1.

Since A and Â have the same number of nontrivial invariant factors, the next results follow from the
inequalities that have been established for the case that A has no nontrivial invariant factors at all.

Lemma 3.3. Let A ∈ F
N×N be a matrix with rank r and with ` nontrivial invariant factors. Let m, i

and j be positive integers such that i ≥ m > `. If i ≤ r and 1 ≤ j ≤ i then

σ̂A,m,i(j) ≤





6 logq N

(q−1) qr−i+j−1 if m = `+ 1,

4
(q−1) qr−i+j−1 if m = `+ 2,

1+2q`−m+1

(q−1) qr−i+j−1 if m ≥ `+ 3.

and if i > r and 1 ≤ j ≤ r then

σ̂A,m,i(j) ≤





1
(q−1) qi+j−r−1 +

6 logq N

(q−1) qj−1 if m = `+ 1,

1
(q−1) qi+j−r−1 + 3

(q−1) qj−1 if m = `+ 2,

1
(q−1) qi+j−r−1 + 2q`−m+1

(q−1) qj−1 if m ≥ `+ 3.

3.2 Avoidance of a Subspace

It will also be useful to consider the probability that the vector

MA,m,i,v1,v2,...,vm




d1,0

d1,1
...

dm,δm−1




belongs to a given subspace of F
N×1. With that in mind we will generalize Definition 2.2 as follows.

Definition 3.4. Suppose that m and i are positive integers and that x ∈ F
i×1. Let DA,m,i(x) be the

number of choices of vectors v1, v2, . . . , vm ∈ F
N×1 and scalars

d1,0, d1,1, . . . , d1,δ1−1, . . . , dm,0, dm,1, . . . , dm,δm−1

such that

MA,m,i,v1,v2,...,vm




d1,0

d1,1
...

dm,δm−1


 = x.

Lemma 3.5. Let m, i, and x be as above.

If x = 0 then
DA,m,i(x) = DA,m,i.

Otherwise
DA,m,i(x) ≤ DA,m,i − qNm.
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Proof. If x = 0 then the stated equality follows by a comparison of Definitions 2.2 and 3.4, which are
clearly equivalent in this case.

Suppose instead that x 6= 0. We may assume that A is as given in Equations (2.28a)–(2.28j), although
no relationship between the values of the parameters ` and m should be assumed. The analysis in
Section 2.3.3 can now be modified to show that DA,m,i(x) is the number of choices of polynomials

fh,j,k ∈ F[x] for 0 ≤ h ≤ H, 1 ≤ j ≤ `h, and 1 ≤ k ≤ m

where deg(fh,j,k) < dhnh,j for all h, j, and k as above, and of polynomials

g1, g2, . . . , gm ∈ F[x]

where the degree of gk is less than δk for 1 ≤ k ≤ m, such that

fh,j,1g1 + fh,j,2g2 + · · · + fh,j,mgm ≡ λh,j mod ϕ
nh,j

h

for all integers h and j such that 0 ≤ h ≤ H and 1 ≤ j ≤ `h, and where λh,j are polynomials in F[x] such
that deg(λh,j) < dhnh,j , for 0 ≤ h ≤ H and 1 ≤ j ≤ `h, that depend on the vector x — in particular,
these are polynomials whose coefficients are chosen as entries of the vector X−1x if Equations (2.28a)–
(2.28j) are satisfied. If x 6= 0 then the vectorX−1x is also nonzero, so that at least one of the polynomials
λh,j is nonzero as well.

Now consider integers h and j such that 0 ≤ h ≤ H and 1 ≤ j ≤ `h. If at least one of the polynomials
g1, g2, . . . , gm is nonzero then the number of choices of polynomials fh,j,k (for 1 ≤ k ≤ m) such that

fh,j,1g1 + fh,j,2g2 + . . . ,+fh,j,mgm ≡ λh,j mod ϕ
nh,j

h (3.13)

is less than or equal to the number of choices of polynomials fh,j,k (for 1 ≤ k ≤ m) such that

fh,j,1g1 + fh,j,2g2 + . . . ,+fh,j,mgm ≡ 0 mod ϕ
nh,j

h . (3.14)

Indeed, either λh,j is divisible by

gcd(g1, g2, . . . , gm, ϕ
nh,j

h ),

and there is the same number of choices of these polynomials in each case, or λh,j is not divisible by
the above greatest common divisor, and there are no choices of polynomials satisfying the condition at
line (3.13) at all.

On the other hand, if g1 = g2 = · · · = gm = 0 then there are qNm choices of the set of polynomials
fh,j,k for 0 ≤ h ≤ H, 1 ≤ j ≤ `h, and 1 ≤ k ≤ m such that deg(fh,j,k) < dhnh,j and the condition at
line (3.14) is satisfied for all h and j, because all choices of these polynomials cause the condition to be
satisfied, but there are no choices of these polynomials at all that satisfy the condition at line (3.13) to
be satisfied, because λh,j 6= 0 for at least one choice of h and j. It follows that

DA,m,i(x) ≤ DA,m,i − qNm

if x 6= 0, as claimed.

The above result will be used to analyze the probability that the following matrices have low rank.
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Definition 3.6. Suppose that m, i, and d are positive integers, and that

v1, v2, . . . , vm ∈ F
N×1 and x1, x2, . . . , xd ∈ F

N×1.

Let

M̃A,m,i,v1,v2,...,vm(x1, x2, . . . , xm) =
[
MA,m,i,v1,v2,...,vm X

]
∈ F

N×(i+d),

where MA,m,i,v1,v2...vm ∈ F
N×i is as in Definition 2.1 and where

X =
[
x1 x2 . . . xd

]
∈ F

N×d.

Definition 3.7. Suppose once again that m, i, and d are positive integers, and that

x1, x2, . . . , xd ∈ F
N×1.

Let D̃A,m,i(x1, x2, . . . , xd) be the number of choices vectors v1, v2, . . . , vm ∈ F
N×1 and scalars

d1,0, d1,1, . . . , d1,δ1−1, . . . , dm,0, dm,1, . . . , dm,δm−1, . . . , e1, e2, . . . , ed ∈ F

such that

M̃A,m,i,v1,v2,...,vm(x1, x2, . . . , xd)




d1,0

d1,1
...

dm,δm−1

e1
e2
...
ed




= 0.

One can see by a comparison of Definitions 3.4 and 3.7 that

D̃A,m,i(x1, x2, . . . , xd) =
∑

e1,e2,...,ed∈F

DA,m,i(−e1x1 − e2x2 − · · · − edxd).

Consequently the next result follows by Lemma 3.5 and the fact that a subspace of F
N×1 with dimen-

sion d includes qd − 1 nonzero vectors along the zero vector.

Lemma 3.8. Suppose that the vectors x1, x2, . . . , xd ∈ F
N×1 are linearly independent. Then

D̃A,m,i(x1, x2, . . . , xd) ≤ qdDA,m,i −
(
qd − 1

)
qNm.

The next result now follows by an application of Lemma 2.20.

Lemma 3.9. If A is as given in Equations (2.28a)–(2.28j), m, i and d are positive integers such that
i ≥ m > `, and {x1, x2, . . . , xd} is a set of linearly independent vectors in F

N×1, then

D̃A,m,i(x1, x2, . . . , xd) ≤





qNm + 6qN(m−1)+i+d logqN if m = `+ 1,

qNm + 4qN(m−1)+i+d if m = `+ 2,

qNm + qN(m−1)+i+d(1 + 2q`−m+1) if m ≥ `+ 3.
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Once again, it will be useful to generalize Definition 2.3.

Definition 3.10. Suppose again that m, i, and d are positive integers, that j is a nonnegative integer,
and that

x1, x2, . . . , xd ∈ F
N×1.

Let ρ̃A,m,i(x1, x2, . . . , xd; j) be the probability that the matrix M̃A,m,i,v1,v2,...,vm(x1, x2, . . . , xd) is rank
deficient by j, that is,

ρ̃A,m,i(x1, x2, . . . , xd; j) = Prob

[
rank

(
M̃A,m,i,v1,v2,...,vm(x1, x2, . . . , xd)

)
= i+ d− j

]
if i+ d ≤ N

(3.15)
and

ρ̃A,m,i(x1, x2, . . . , xd; j) = Prob

[
rank

(
M̃A,i,k,v1,v2,...,vm

(x1, x2, . . . , xd)
)

= N − j
]

if i+ d > N ,

(3.16)
and let σ̃A,m,i(x1, x2, . . . , xd; j) be the probability that the matrix is rank deficient by at least j, that
is,

σ̃A,m,i(x1, x2, . . . , xd; j) = Prob

[
rank

(
M̃A,m,i,v1,v2,...,vm(x1, x2, . . . , xd)

)
≤ i+ d− j

]
if i+ d ≤ N

(3.17)
and

σ̃A,m,i(x1, x2, . . . , xd; j) = Prob

[
rank

(
M̃A,m,i,v1,v2,...,vm(x1, x2, . . . , xd)

)
≤ N − j

]
if i+ d > N ,

(3.18)
when the vectors v1, v2, . . . , vm are chosen uniformly and independently from F

N×1.

Lemmas 2.4 and 2.5 can be applied, once again, to relate the values that have now been defined: It
follows by these lemmas that

D̃A,m,i(x1, x2, . . . , xd) =
i+d∑

j=0

qNm+j ρ̃A,m,i(x1, x2, . . . , xd; j) if i+ d ≤ N (3.19)

and

D̃A,m,i(x1, x2, . . . , xd) =

N∑

j=0

qN(m−1)+i+j+d ρ̃A,m,i(x1, x2, . . . , xd; j) if i+ d > N . (3.20)

Since ρ̃A,m,i(x1, x2, . . . , xd; j) = σ̃A,m,i(x1, x2, . . . , xd; j)−σ̃A,m,i(x1, x2, . . . , xd; j+1) if j < min(i+d,N),
ρ̃A,m,i(x1, x2, . . . , xd; j) = σ̃A,m,i(x1, x2, . . . , xd; j) if j = min(i+ d,N), and σ̃A,m,i(x1, x2, . . . , xd; 0) = 1,
this implies that

D̃A,m,i(x1, x2, . . . , xd) = qNm + (q − 1)
i+d∑

j=1

qNm+j−1 σ̃A,m,i(x1, x2, . . . , xd; j) if i+ d ≤ N , (3.21)

and

D̃A,m,i(x1, x2, . . . , xd) = qN(m−1)+i+d +
N∑

j=1

qN(m−1)+i+j+d−1 σ̃A,m,i(x1, x2, . . . , xd; j) if i+ d > N .

(3.22)

Lemma 3.9 can now be applied to obtain the following.
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Lemma 3.11. Suppose that A is as given in Equations (2.28a)–(2.28j), m, i and d are positive integers
such that i ≥ m > `, and that {x1, x2, . . . , xd} is a set of linearly independent vectors in F

N×1. If
i+ d ≤ N and 1 ≤ j ≤ i+ d then

σ̃A,m,i(x1, x2, . . . , xd; j) ≤





6 logq N

(q−1) qN−(i+d)+j−1 if m = `+ 1,

4
(q−1) qN−(i+d)+j−1 if m = `+ 2,

1+2q`−m+1

(q−1) qN−(i+d)+j−1 if m ≥ `+ 3.

and if i+ d > N and 1 ≤ j ≤ N then

σ̃A,m,i(x1, x2, . . . , xd; j) ≤





1
(q−1)qi+j+d−N−1 +

6 logq N

(q−1) qj−1 if m = `+ 1,

1
(q−1)qi+j+d−N−1 + 3

(q−1) qj−1 if m = `+ 2,

1
(q−1) qi+j+d−N−1 + 2q`−m+1

(q−1) qj−1 if m ≥ `+ 3.

4 Application: The Minors of a Block Hankel Matrix

4.1 A Block Hankel Matrix

Suppose once again that A ∈ F
N×N is a matrix with rank r.

Definition 4.1. Suppose that mL, mR, i, and j are positive integers, and that

u1, u2, . . . , umL
, v1, v2, . . . , vmR

∈ F
N×1.

Let

HA,mL,mR,i,j(u1, u2, . . . , umL
, v1, v2, . . . , vmR

) = M t
At,mL,i,u1,u2,...,umL

·A ·MA,m,j,v1,v2,...,vmR
∈ F

i×j ,

where the matrices MAt,mL,i,u1,u2,...,umL
∈ F

N×i and MA,mR,j,v1,v2,...,vmR
∈ F

N×j are as given in Defini-
tion 2.1 on page 3.

We will use the results of Sections 2 and 3 to bound the probability that this matrix is rank deficient
when the vectors

u1, u2, . . . , umL
, v1, v2, . . . , vmR

are chosen uniformly and independently from F
N×1 and when A has at most min(mL,mR)−1 nontrivial

invariant factors.

4.2 Simplification

We may assume that A has no nontrivial invariant factors — that is, each invariant factor (in F[z]) is
either divisible by z2 or not divisible by z. In other words, we may assume that each nilpotent block of
(a rational Jordan form for) A has order at least two.

To see that this is the case, we may apply the argument used in Section 3.1.3: Note that, in general,

A = X−1

[
Â 0
0 0

]
X (4.1)
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where X is a nonsingular matrix in F
N×N and Â ∈ F

bN× bN , for an integer N̂ such that 0 ≤ N̂ ≤ N , and
where Â has no nontrivial invariant factors: In this case, (the rational Jordan form for) A has exactly
N − N̂ nilpotent blocks with size one.

Suppose again that u1, u2, . . . , umL
, v1, v2, . . . , vmR

∈ F
N×1. Since the matrices X and X t are nonsingu-

lar, there exist vectors û1, û2, . . . , ûmL
∈ F

bN×1 and ũ1, ũ2, . . . , ũmL
∈ F

(N− bN)×1 such that

ui = Xt

[
ûi
ũi

]
for 1 ≤ i ≤ mL (4.2)

and there exist vectors v̂1, v̂2, . . . , v̂mR
∈ F

bN×1 and there exist vectors ṽ1, ṽ2, . . . , ṽmR
∈ F

(N− bN)×1 such
that

vj = X−1

[
v̂j
ṽj

]
for 1 ≤ j ≤ mR. (4.3)

It follows by Equations (4.1), (4.2), and (4.3) that if k is a positive integer then

utiA
kvj =

[
ûi
ũi

]t
·X ·X−1 ·

[
Âk 0
0 0

]
·X ·X−1 ·

[
v̂j
ṽj

]
= ûtiÂ

kv̂j .

Consequently

HA,mL,mR,i,j(u1, u2, . . . , um, v1, v2, . . . , vm) = M t
At,mL,i,u1,u2,...,umL

·A ·MA,mR,j,v1,v2,...,vmR

= M t
bAt,mL,i,bu1,bu2,...,bumL

· Â ·M bA,mR,j,bv1,bv2,...,bvmR

= H bA,mL,mR,i,j
(û1, û2, . . . , ûmL

, v̂1, v̂2, . . . , v̂mR
).

The claim that we may assume A has no nontrivial factors now follows by the choice of Â and the obser-
vation that (since X and X t are nonsingular), if the vectors u1, u2, . . . , umL

, v1, v2, . . . , vmR
are chosen

uniformly and independently from F
N×1 then the corresponding vectors û1, û2, . . . , ûmL

, v̂1, v̂2, . . . , v̂mR

are chosen uniformly and independently from F
bN×1.

4.3 Bounding the Rank: A Useful Lemma

The rank of HA,mL,mR,i,j(u1, u2, . . . , umL
, v1, v2, . . . , vmR

) is the same as the rank of its transpose,

HA,mL,mR,i,j(u1, u2, . . . , umL
, v1, v2, . . . , vmR

)t = M t
A,mR,j,v1,v2,...,vmR

·At ·MAt,mL,i,u1,v2,...,vmL
.

It will be helpful to consider the latter matrix.

Suppose that the matrix (A ·MA,mR,j,v1,v2,...,vmR
)t = M t

A,mR,j,v1,v2,...,vmR
· At ∈ F

N×j has rank t. Then

t ≤ min(r, j) ≤ min(N, j) since the row space of this matrix is a subset of the row space of At. The set
of vectors w ∈ F

N×1 such that

(A ·MA,mR,j,v1,v2,...,vmR
)tw = 0

is a subspace W of F
N×1 with dimension N − t; let

w1, w2, . . . , wN−t ∈ F
N×1

be a basis for this subspace.
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Notice that the vectors w1, w2, . . . , wN−t depend on v1, v2, . . . , vmR
but that they do depend in any way

on the vectors u1, u2, . . . , umL
. With that noted, let us consider the matrix

M̃At,mL,i,u1,u2,...,umL
(w1, w2, . . . , wN−t) ∈ F

N×(N+i−t)

as given in Definition 3.6 on page 34.

Let

S = {x ∈ F
i×1 |HA,mL,mR,i,j(u1, u2, . . . , umL

, v1, v2, . . . , vmR
)t · x = 0} ⊆ F

i×1

and let

T = {y ∈ F
(N+i−t)×1 | M̃At,mL,i,u1,u2,...,umL

(w1, w2, . . . , wN−t) · y = 0} ⊆ F
(N+i−t)×1.

Lemma 4.2. |S| = |T |.

Proof. It is sufficient to exhibit a bijection φ : S → T .

To do so, let x ∈ S. Then x ∈ F
i×1 and HA,mL,mR,i,j(u1, u2, . . . , umL

, v1, v2, . . . , vmR
)t · x = 0. Since

HA,mL,mR,i,j(u1, u2, . . . , umL
, v1, v2, . . . , vmR

)t = M t
A,mR,j,v1,v2,...,vmR

·At ·MAt,mL,i,u1,u2,...,umL
,

it follows that if w = MAt,mL,i,u1,u2,...,umL
· x then

(A ·MA,mR,j,v1,v2,...,vmR
)tw = M t

A,mR,j,v1,v2,...,vmR
·At · w

= HA,mL,mR,i,j(u1, u2, . . . , umL
, v1, v2, . . . , vmR

)t · x

= 0.

Thus w ∈ W . Since w1, w2, . . . , wN−t is a basis for W there exists a unique sequence of elements
c1, c2, . . . , cN−t of F such that

w = c1w1 + c2w2 + · · · + cN−twN−t.

Let us define

φ(x) =




x
−c1
−c2

...
−cN−t



∈ F

(N+i−t)×1. (4.4)

This is well defined since the elements c1, c2, . . . , cN−t are uniquely determined from x.

Notice that

M̃At,mL,i,u1,u2,...,umL
(w1, w2, . . . , wN−t) · φ(x)

= MAt,mL,i,u1,u2,...,umL
· x− (c1w1 + c2x2 + · · · + cN−twN−t)

(by the definitions of M̃At,mL,i,u1,u2,...,umL
(w1, w2, . . . , wN−t) and φ(x))

= w − w = 0,

so that φ(x) ∈ T for all x ∈ S. It is also clear from Equation (4.4) that that φ is an injective map. All
that remains is to show that it is surjective as well.
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Let y ∈ T . Then we may write

y =

[
ŷ
ỹ

]

for vectors ŷ ∈ F
i×1 and ỹ ∈ F

N−t×1.

Let

Mw =
[
w1 w2 . . . wN−t

]
∈ F

N×(N−t).

Since y ∈ T ,

M̃At,mL,i,u1,u2,...,umL
(w1, w2, . . . , wN−t) · y = MAt,mL,i,u1,u2,...,umL

· ŷ +Mwỹ = 0,

so that

MAt,mL,i,u1,u2,...,umL
· ŷ = −Mwỹ,

and

HA,mL,mR,i,j(u1, u2, . . . , umL
, v1, v2, . . . , vmR

)t · ŷ

= (A ·MA,mR,j,v1,v2,...,vmR
)t ·MAt,mL,i,u1,u2,...,umL

· ŷ

= −(A ·MA,mR,j,v1,v2,...,vmR
)tMwỹ

0 · ỹ = 0,

since the columns of Mw all belong to the subspace W , so that (A ·MA,mR,j,v1,v2,...,vmR
)t ·Mw = 0.

It follows that ŷ ∈ S, so that φ(ŷ) ∈ T . Now notice that

y =

[
ŷ
ỹ

]
∈ T and ϕ(ŷ) =

[
ŷ
y

]
∈ T

as well, for vectors ỹ, y ∈ F
(N−t)×1. The matrix

y − ϕ(ŷ) =

[
0

ỹ − y

]
(4.5)

belongs to the subspace T as well. Consequently

M̃At,mL,i,u1,u2,...,umL
(w1, w2, . . . , wN−t) · (y − ϕ(ŷ) = 0. (4.6)

It follows by Equations (4.5) and (4.6) that

Mw · (ỹ − y) = 0

as well. Since the matrix Mw has full rank (its columns form a basis for the subspace W ),

ỹ − y = 0,

so that y = ϕ(ŷ). Since y was an arbitrarily chosen element of T it follows that the map ϕ is subjective,
as claimed.

This result can be used along with Lemmas 2.4 and 2.5, to establish the following.
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Corollary 4.3. Let mR be a positive integer, let v1, v2, . . . , vmR
∈ F

N×1, and let w1, w2, . . . , wN−t be a
basis for the set of vectors

W = {w ∈ F
N×1 | (A ·MA,mR,j,v1,v2,...,vmR

)t · w = 0} ⊆ F
N×1,

so that t ≤ min(r, j). Let mL be a positive integer and let u1, u2, . . . , umL
∈ F

N×1. Finally, let i be a
positive integer, so that either i ≤ t ≤ j, t < i ≤ j, or t ≤ j < i.

(a) If i ≤ j and s is an integer such that 0 ≤ s ≤ i then the matrix

HA,mL,mR,i,j(u1, u2, . . . , umL
, v1, v2, . . . , vmR

) ∈ F
i×j

has rank i− s if and only if the matrix

M̃At,mL,i,u1,u2,...,umL
(w1, w2, . . . , wN−t) ∈ F

N×(N+i−t)

has rank N + i− t− s.

(b) If j < i and s is an integer such that 0 ≤ s ≤ j, then the matrix

HA,mL,mR,i,j(u1, u2, . . . , umL
, v1, v2, . . . , vmR

) ∈ F
i×j

has rank j − s if and only if the matrix

M̃At,mL,i,u1,u2,...,umL
(w1, w2, . . . , wN−t) ∈ F

N×(N+i−t)

has rank N + j − t− s. It must therefore be the case that s ≥ j − t.

5 Formulas

Once again, consider the matrix HA,mL,mR,i,j(u1, u2, . . . , umL
, v1, v2, . . . , vmR

) ∈ F
i×j .

Definition 5.1. Let h, i, and j be a positive integers and let τA,mL,mR,i,j(h) be the probability that the
block Hankel matrix HA,mL,mR,i,j(u1, u2, . . . , umL

, v1, v2, . . . , vmR
) is rank-deficient by at least h, that

is,

τA,mL,mR,i,j(h)

=





Prob [ rank(HA,mL,mR,i,j(u1, u2, . . . , umL
, v1, v2, . . . , vmR

)) ≤ i− h ] if i ≤ j and i ≤ r,

Prob [ rank(HA,mL,mR,i,j(u1, u2, . . . , umL
, v1, v2, . . . , vmR

)) ≤ j − h ] if i > j and j ≤ r,

Prob [ rank(HA,mL,mR,i,j(u1, u2, . . . , umL
, v1, v2, . . . , vmR

)) ≤ r − h ] if i, j > r,

when the vectors u1, u2, . . . , umL
, v1, v2, . . . , vmR

are chosen uniformly and independently from F
N×1.

Results from previous sections can now be used to bound these quantities.
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Case: i ≤ j ≤ r

The matrix AMA,mR,j,v1,v2,...,vmR
F
N×j is rank-deficient with probability at most σ̂A,mR,j(1). Suppose,

instead, that this matrix has full rank j.

In this case the subspace

W = {w ∈ F
N×1 | (AMA,mR,j,v1,v2,...,vmR

)t · w = 0}

has dimension N − j and a basis w1, w2, . . . , wN−j ∈ F
N×1. In other words, t = j for the value t

considered in Corollary 4.3, implying the following.

Lemma 5.2. If i ≤ j < r, and h is a positive integer, then

τA,mL,mR,i,j(h) ≤ σ̂A,mR,j(1) + σ̃At,mL,i(w1, w2, . . . , wN−j ;h),

where w1, w2, . . . , wN−j is a sequence of linearly independent vectors in F
N×1.

Since the matrices A and At have the same (nontrivial) invariant factors, Lemmas 3.3 and 3.11 can
now be used to establish the following, assuming that A has ` nontrivial invariant factors, and ` <
min(mL,mR).

Corollary 5.3. If i ≤ j < r, min(mL,mR) < ` and h is a positive integer, then

τA,mL,mR,i,j(h) ≤





6 logq N

(q−1) qr−j +
6 logq N

(q−1) qj−i+h−1 if min(mL,mR) = `+ 1,

4
(q−1) qr−j + 4

(q−1) qj−i+h−1 if min(mL,mR) = `+ 2,

1+2q`−mR+1

(q−1) qr−j + 1+2q`−mL+1

(q−1) qj−i+h−1 if min(mL,mR) ≥ `+ 3.

Sharper bounds can be obtained whenmL 6= mR by applying Lemmas 3.3 and 3.11 to consider additional
cases.

Case: i ≤ r < j

The argument used in the previous case can also be applied here: The matrix AMA,mR,j,v1,v2,...,vmR
is

rank-deficient (that is, has rank less than r) with probability at most σ̂A,mR,j(1). If this is not the case,
then the above-mentioned subspace W has dimension N − r and a basis w1, w2, . . . , wN−r ∈ F

N×1.

In other words, t = r for the value t considered in Corollary 4.3 and it follows that the matrix
HA,mL,mR,i,j(u1, u2, . . . , umL

, v1, v2, . . . , vmR
) ∈ F

i×1j has rank i− h if and only if the matrix

M̃At,mL,i,u1,u2,...,umL
(w1, w2, . . . , wN−r) ∈ F

N×(N+i−r)

has rank N + i− r − h. This implies the following.

Lemma 5.4. If i ≤ r < j and h is a positive integer then

τA,mL,mR,i,j(h) ≤ σ̂A,mR,j(1) + σ̃At,mL,i(w1, w2, . . . , wN−r;h),

where w1, w2, . . . , wN−r is a sequence of linearly independent vectors in F
N×1.

Lemmas 3.3 and 3.11 can be applied to obtain useful bounds for the case that mR is significantly greater
than the number of nontrivial invariant factors of A.
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Corollary 5.5. If i ≤ r < j, mR ≥ `+ 3, mL ≥ `+ 1, and h is a positive integer, then

τA,mL,mR,i,j(h) ≤





1
(q−1)qj−r + 2q`−mR+1

q−1 +
6 logq N

(q−1)qr−i+h−1 if mL = `+ 1,

1
(q−1)qj−r + 2q`−mR+1

q−1 + 4
(q−1)qr−i+h−1 if mL = `+ 2,

1
(q−1)qj−r + 2q`−mR+1

q−1 + 1+2q`−mL+1

(q−1)qr−i+h−1 if mL ≥ `+ 3.

Unfortunately this does not provide useful bounds if mR = `+ 1 or if mR = `+ 2.

In order to deal with these cases, let c be a positive integer whose value will be specified later, and
notice that the matrix AMA,mR,j,v1,v2,...,vmR

∈ F
N×j has rank less than r − c with probability at most

σ̂A,mR,j(c+ 1). Lemma 3.3 can be used to show that

σ̂A,mR,j(c+ 1) ≤
1

(q − 1)qj−r(logqN)2
+

6

(q − 1) logqN

if mR = `+ 1 and c ≥ 2 logq logqN , and that

σ̂A,mR,j(c+ 1) ≤
1

(q − 1)qj−r logqN
+

3

(q − 1) logqN

if mR = `+ 2 and c ≥ logq logqN .

Suppose instead that the rank of AMA,mR,j,v1,v2,...,vmR
is at least r − c, so that the subspace W of

vectors annihilated by the transpose of this matrix has dimension at most N − r + c and a basis
w1, w2, . . . , wN−r+bc for some integer ĉ ≤ c.

Suppose now that c ≤ r − i so that ĉ ≤ r − i as well. It follows by Corollary 4.3 (with t = r − ĉ,
so that t − i ≥ (r − i) − c ≥ 0) that the matrix HA,mL,mR,i,j(u1, u2, . . . , umL

, v1, v2, . . . , vmR
) has

rank i − h, for a positive integer h, if and only if the matrix M̃At,mL,i,u1,u2,...,umL
(w1, w2, . . . , wN−r+bc)

has rank N − r + i+ ĉ− h. The latter event occurs with probability

σ̃At,mL,i(w1, w2, . . . , wN−r+bc;h) ≤





6 logq N

(q−1)qr−i−bc+h−1 ≤
6 logq N

(q−1)qr−i−c+h−1 if mL = `+ 1,

4
(q−1)qr−i−bc+h−1 ≤ 4

(q−1)qr−i−c+h−1 if mL = `+ 2,

1+2q`−mL+1

(q−1)qr−i−bc+h−1 ≤ 1+2q`−mL+1

(q−1)qr−i−c+h−1 if mL ≥ `+ 3.

These provide useful bounds if i < r − 3dlogq logqNe and mR = `+ 1, or if i < r − 2dlogq logqNe and
mR = `+ 2:

Corollary 5.6. If mR = `+ 1, mL ≥ `+ 1, i < r− 3dlogq logqNe, and h is a positive integer such that
1 ≤ h ≤ i, then

τA,mL,mR,i,j(h) ≤





1
(q−1)qj−r(logq N)2

+ 6
(q−1) logq N

+ 6

(q−1)qr−i−3dlogq logq Ne+h−1 if mL = `+ 1,

1
(q−1)qj−r(logq N)2

+ 6
(q−1) logq N

+ 4

(q−1)qr−i−2dlogq logq Ne+h−1 if mL = `+ 2

1
(q−1)qj−r(logq N)2

+ 6
(q−1) logq N

+ 1+2q`−mL+1

(q−1)qr−i−2dlogq logq Ne+h−1 if mL ≥ `+ 3.

If mR = `+ 2, mL ≥ `+ 1, i < r − 2dlogq logqNe, and h is a positive integer such that 1 ≤ h ≤ i, then

τA,mL,mR,i,j(h) ≤





1
qj−r logq N

+ 3
(q−1) logq N

+ 6

(q−1)qr−i−2dlogq logq Ne+h−1 if mL = `+ 1,

1
qj−r logq N

+ 3
(q−1) logq N

+ 4

(q−1)qr−i−dlogq logq Ne+h−1 if mL = `+ 2,

1
qj−r logq N

+ 3
(q−1) logq N

+ 1+2q`−mL+1

(q−1)qr−i−dlogq logq Ne+h−1 if mL ≥ `+ 3.
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Note that if ı̂ ≤ i then the rank of the matrix HA,mL,mR,bı,j(u1, u2, . . . , umL
, v1, v2, . . . , vmR

) is less than
the rank of HA,mL,mR,i,j(u1, u2, . . . , umL

, v1, v2, . . . , vmR
). This implies the following.

Lemma 5.7. If mR = ` + 1, mL ≥ ` + 1, r − 3dlogq logqNe ≤ i ≤ r, and h is a positive integer such
that 3dlogq logqNe < h ≤ i, then

τA,mL,mR,i,j(h) ≤ τA,mL,mR,i−3dlogq logq Ne,j(h− 3dlogq logqNe).

Similarly, if mR = `+ 2, mL ≥ ` + 1, r − 2dlogq logqNe ≤ i ≤ r, and h is a positive integer such that
2dlogq logqNe < h ≤ i, then

τA,mL,mR,i,j(h) ≤ τA,mL,mR,i−2dlogq logq Ne,j(h− 2dlogq logqNe).

This can be used along with Corollary 5.6 to bounds on τA,mL,mR,i,j(h) for the case that r − i is small
and positive, j ≥ r, and for sufficiently large h.

Case: r < i ≤ j

The argument used at the beginning of the previous cases can be used once again: The matrix
AMA,mR,j,v1,v2,...,vmR

is rank-deficient (that is, has rank less than r) with probability at most σ̂A,mR,j(1).

If this is not the case then the subspace W has dimension N − r and a basis w1, w2, . . . , wN−r ∈ F
N×1.

Once again t = r, for the value t considered in Corollary 4.3.

Let h be an integer such that 1 ≤ h ≤ r; then the matrix HA,mL,mR,i,j(u1, u2, . . . , umL
, v1, v2, . . . , vmR

)
has rank r − h if and only if its rank is i− s, where s = i− r + h. It follows by the corollary that this
is the case if and only if the matrix M̃At,mL,i,u1,u2,...,umL

(w1, w2, . . . , wN−r) has rank N − (s − i + t) =
N − r + i− s = N − h.

Lemma 5.8. If r < i ≤ j and h is a positive integer such that 1 ≤ h ≤ r then

τA,mL,mR,i,j(h) ≤ σ̂A,mR,j(1) + σ̃At,mL,i(w1, w2, . . . , wN−r;h)

where w1, w2, . . . , wN−r is a sequence of linearly independent vectors in F
N×1.

Lemmas 3.3 and 3.11 can be applied once again to produce useful bounds for the case that mR ≥ `+ 3.

Corollary 5.9. If r < i ≤ j, mR ≥ `+ 3, mL ≥ `+ 1, and h is a positive integer, then

τA,mL,mR,i,j(h) ≤





1
(q−1)qj−r + 2q`−mR+1

q−1 + 1
(q−1)qi−r+h−1 +

6 logq N

(q−1)qh−1 if mL = `+ 1,

1
(q−1)qj−r + 2q`−mR+1

q−1 + 1
(q−1)qi−r+h−1 + 3

(q−1)qh−1 if mL = `+ 2,

1
(q−1)qj−r + 2q`−mR+1

q−1 + 1
(q−1)qi−r+h−1 + 2q`−mL+1

(q−1)qh−1 if mL ≥ `+ 3.

If mR = `+ 1 or mR = `+ 2 then useful bounds can be obtained by choosing a suitable constant c, as
before, and considering the case that the matrix AMA,mR,j,v1,v2,...,vmR

is rank-deficient by more than c;
this occurs with probability σ̂A,mR,j(c+ 1).

Otherwise the rank of the above matrix is r − ĉ for some integer ĉ ≤ c, and the subspace W has
dimension N − r + ĉ and a basis w1, w2, . . . , wN−r+bc. Now t = r − ĉ, for the value t mentioned in
Corollary 4.3.

Let h be an integer such that 1 ≤ h ≤ r; then the matrix HA,mL,mR,i,j(u1, u2, . . . , umL
, v1, v2, . . . , vmR

)
has rank r−h if and only if its rank is i−s for s = i−r+h. It follows by the corollary that this is the case
if and only if the matrix M̃At,mL,i,u1,u2,...,umL

(w1, w2, . . . , wN−r+bc) has rank N−(s− i+ t) = N−(h− ĉ ).
This can be used to establish the following.

43



Corollary 5.10. If mR = ` + 1, mL ≥ ` + 1, r < i ≤ j, and h is a positive integer such that
3dlogq logqNe < h ≤ N , then

τA,mL,mR,i,j(h) ≤





1
(q−1)qj−r(logq N)2

+ 6
(q−1) logq N

+ 1
(q−1)qi−r+h−1 + 6

(q−1)qh−3dlogq logq Ne if mL = `+ 1,

1
(q−1)qj−r(logq N)2

+ 6
(q−1) logq N

+ 1
(q−1)qi−r+h−1 + 3

(q−1)qh−2dlogq logq Ne if mL = `+ 2,

1
(q−1)qj−r(logq N)2

+ 6
(q−1) logq N

+ 1
(q−1)qi−r+h−1 + 2q`−mL+1

(q−1)qh−2dlogq logq Ne if mL ≥ `+ 3.

If mR = ` + 2, mL ≥ ` + 1, r < i ≤ j, and h is a positive integer such that 2dlogq logqNe < h ≤ N ,
then

τA,mL,mR,i,j(h) ≤





1
(q−1)qj−r logq N

+ 3
(q−1) logq N

+ 1
(q−1)qi−r+h−1 + 6

(q−1)qh−2dlogq logq Ne if mL = `+ 1,

1
(q−1)qj−r logq N

+ 3
(q−1) logq N

+ 1
(q−1)qi−r+h−1 + 3

(q−1)qh−dlogq logq Ne if mL = `+ 2,

1
(q−1)qj−r logq N

+ 3
(q−1) logq N

+ 1
(q−1)qi−r+h−1 + 2q`−mL+1

(q−1)qh−dlogq logq Ne if mL ≥ `+ 3.

Case: i > j

Notice that

HA,mL,mR,i,j(u1, u2, . . . , umL
, v1, v2, . . . , vmR

)t = HAt,mR,mL,j,i(v1, v2, . . . , vmR
, u1, u2, . . . , umL

).

Clearly, the vectors v1, v2, . . . , vmR
, u1, u2, . . . , umL

are chosen uniformly and independently from F
N×1

if and only if the vectors u1, u2, . . . , umL
, v1, v2, . . . , vmR

are. This implies the following.

Lemma 5.11. If mL, mR, i and j, and h are positive integers then

τA,mL,mR,i,j(h) = τAt,mR,mL,j,i(h).

Since A and At have the same number of nontrivial invariant factors, bounds on τA,mL,mR,i,j(h) for the
case i > j can be obtained by exchanging i and j, while simultaneously exchanging mL and mR, and
choosing whichever of the bounds from the previous sections that is applicable.

6 Future Work

Much of the analysis of block Wiedemann and block Lanczos algorithms depends on the assumption
that the blocking factor (min(mL,mR) for mL and mR as used above) is greater than the number of
nontrivial invariant factors of coefficient matrix A (the value given here as `). On the other hand, it
seems necessary to assume that the number of nontrivial nilpotent blocks (the value `0 in this report)
exceeds the blocking factor as well when describing instances causing block algorithms to fail. Thus
there is further work to be done to explain the behaviour of block algorithms when the blocking factor
falls between the number of nontrivial nilpotent blocks and the number of nontrivial invariant factors.

All of the block algorithms that have been successfully analyzed are “biconditional:” Blocks of vectors

u1, u2, . . . , umL

and
v1, v2, . . . , vmR
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are chosen uniformly and independently, and the independence of these blocks is required in order
to complete an analysis. On the other hand, the block Lanczos algorithms of Coppersmith [2] and
Montgomery [12] are developed to be used with symmetric matrices and use the same blocks on each
side: mL = mR and ui = vi for 1 ≤ i ≤ mL. It is clear that symmetrization of the input is unreliable in
the small field case, since the matrices AtA and A can have significantly different ranks and null spaces.
However, it would be interesting to understand the behaviour of algorithms that resemble Coppersmith’s
and Montgomery’s more closely when the input matrix is symmetric.
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