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ABSTRACT

Quality of Service (QoS) can be provided in a Wssl Local
Area Network (WLAN) using the Enhanced Distributgtannel
Access (EDCA) mechanism specified in IEEE 802.Hawever,
802.11e WLANs are not widely deployed and not alLAM
vendors implement the 802.11e mechanisms. In thpgep we
propose and evaluate an asymmetric QoS solutiowhioh QoS
support is provided only at the wireless AccessPOAP). We
believe that this approach provides a practicaltsm for many
cases where wireless clients may not support ED@&.Qrhe
feasibility of this solution is studied, using amxperimental
approach. A QoS testbed is designed and implemamgedy a
centralized wireless controller and lightweight APTLhe
measurement results show that VLAN-based asymm&nS
provides effective prioritization and excellent foemance for
high-priority traffic classes, including Voice ové? (VolP) and
TCP traffic, even during severe congestion condgio
Furthermore, this approach can be easily implendentsing
minimal equipment.

Categories and Subject Descriptors

C.2.1 [Computer-Communication Networks]: Network
Architecture and Design — Wireless Communication.

General Terms
Performance

Keywords
WLAN QoS; 802.11e EDCA; Asymmetric QoS; VoIP oueAM/

1. INTRODUCTION

IEEE 802.11 Wireless Local Area Networks (WLANsyadeen
widely deployed in enterprise and campus netwowes the past
decade, and have become a fundamental componerheof
converged network infrastructure in enterprisesdayts WLAN
environments need to support many different tyddsadfic, such
as delay-sensitive voice, video streaming, and iomssritical
traffic with specific Quality of Service (QoS) recgments. The
provisioning of QoS in WLAN environments is chaligmg, and

Permission to make digital or hard copies of alpart of this work for
personal or classroom use is granted without feeiged that copies are
not made or distributed for profit or commercialvadtage and that
copies bear this notice and the full citation oa flist page. To copy
otherwise, or republish, to post on servers oreistribute to lists,
requires prior specific permission and/or a fee.

Q2SWinet'110ctober 31-November 4, 2011, Miami, Florida, USA.
Copyright 2011 ACM 978-1-4503-0899-1/11/10...$10.00

Carey Williamson
Department of Computer Science
University of Calgary
Calgary, Canada

carey@cpsc.ucalgary.ca

Abraham O. Fapojuwo
Department of Electrical and
Computer Engineering
University of Calgary
Calgary, Canada

fapojuwo@ucalgary.ca

becoming increasingly important in many cases.

Most of today’s WLANSs use conventional IEEE 802pdtocols,
such as the Distributed Coordination Function (DABPEF is a
contention-based Medium Access Control (MAC) protothat
uses Carrier-Sense Multiple Access with Collisiomolance
(CSMA/CA) to arbitrate channel access among theterating
wireless stations. With 802.11 DCF, all stationsoagated with
the same Access Point (AP) operate independentlyshare the
channel bandwidth. Therefore, it is difficult totisey the low
delay and jitter requirements of VolIP traffic oWt ANs [1].

In order to support VolP over WLANS, IEEE propodathanced
Distributed Channel Access (EDCA) in 802.11e, whieta QoS
extension to legacy 802.11 DCF. With EDCA, higlopity traffic
has a higher probability of being sent than lovopty traffic. In
other words, a station with high priority trafficaits less, on
average, than a station with low priority traffidhis is
accomplished by using a smaller Contention Wind@wyJ, and
shorter Arbitration Inter-Frame Space (AIFS) valdes higher
priority packets. In addition, EDCA provides sust access to
the channel in a contention-free fashion for a qabrealled a
Transmit Opportunity (TXOP). A TXOP is a boundednei
interval during which a station can send as maaynés as it
wishes, provided that the duration of the TXOPdsexceeded. If
a frame is too large to fit within a single TXOPjs fragmented
into smaller frames. The use of TXOPs amelioratesproblem
of low-rate stations monopolizing use of the chamméhe legacy
802.11 DCF MAC [8].

1.1 Problem Statement

Many research efforts have studied the problem upiperting
Voice over IP (VolP) on 802.11 WLANSs, but few worksus on
practical implementations [3]. In a converged netwo
environment, WLANs process many types of traffi¢. i$
important to investigate and evaluate the perfomanf the
actual wireless QoS implementations based on thdelwi
deployed wireless equipment and wireless adaptetscaVhile
the 802.11e EDCA standard has been adopted by majeless
vendors, the EDCA QoS configuration is still not dely
supported on wireless adapters, PCs, and laptdps chiallenges
of provisioning QoS over real wireless LAN include:

e Is it possible to implement WLAN QoS on the AP ¢hiy.e.,
Asymmetric QoS)

« How would the network perform if QoS is only configd on
the AP?



1.2 Motivation

802.11 wireless network technologies are advansindast that
many new protocols are not fully adopted in theesavay among
vendors, such as 802.11e.

There are some limitations that need to be consitierhen
implementing QoS on WLAN. The following paragragirevide
the main reasons motivating us to conduct this asgtric
wireless QoS performance study.

First, we conducted a technical survey of the wsslcomputers
in a large campus WLAN, and found that the majooityvireless
adapter cards in the PCs and laptops used by yaantt students
do not support 802.11e EDCA QoS parameter configurs.

This observation raises an interesting question cearing

wireless QoS deployment in the existing wirelessvoeks: Is it

possible to obtain most of the benefits of WLAN Qdb$

implementing QoS only on the AP (since the wirelelgsnts do
not support EDCA Qo0S)? This motivates us to proptse
concept of Asymmetric QoS solution in this papér.wbuld

provide a practical and cost effective solution foe widely

deployed wireless networks if the proposed AsymimefoS

works and provides suitable QoS.

Second, we conducted a literature review, and faumdesearch
work focused on asymmetric QoS implementation. BDgn are

the major WLANs deployed in enterprise campus todagst

APs are 802.11e EDCA certified to support Wirelg3eS,

however the actual EDCA capabilities supported arete

different. For instance, some APs support traffassification at
protocol level; others only allow VLAN based cld&sition, such

as Cisco Aironet C1240 used in this research. Toere
investigating QoS performance for VLAN-based tmaffi
classification would be beneficial for users usirsmilar

equipment.

Third, one popular VolP over WLAN solution is usiegftware-
based phones. For example, Cisco IP Communicat®rGQCis a
VolIP softphone for Windows PCs. We would like togstigate
the QoS impact on performance of this software-thgseone
running on regular wireless Windows PCs.

Lastly, not only the QoS of voice traffic can beakated in this
experiment, but also the QoS of other traffic sashTCP. In this
paper, the QoS interplay between different traffipes can be
evaluated by associating them with respective VLANs

1.3 Contributions

The primary contribution of this work is the contepf

asymmetric QoS implementation. This approach isactite

because it requires minimal wireless equipment, pralides

suitable QoS support for delay-sensitive and missiitical

traffic. As a secondary contribution, this papezgants the design
and implementation of a VLAN-based wireless QoSlwatin

testbed, which we use to evaluate our proposedtisolu
experimentally. The measurement results demonsttae the
asymmetric QoS is a feasible and robust solutioMfbANs with

asymmetric traffic. Specifically, supporting QoSlyon the AP

can provide effective WLAN QoS for high priorityaffic.

2. Related Work

With the rapid growth in WLAN popularity, wireles30S has
attracted a lot of research attention. IEEE 802.piteposed
EDCA wireless QoS standards that act as a guidétin&/olP
over WLAN. Today’'s WLANs support data rates apptoag
300 Mbps. VoIP has already gained widespread usedban its

functionality and low cost for deployment. CombigiiWvLAN
and VolP together is becoming an attractive corergolution
for enterprise networks.

Although modern WLANs offer high data rates, barditvialone
is not always sufficient to accommodate the neefisvalP
applications. For instance, the actual capacity VAfAN to
accommodate VolP calls may be far less than therdhieal
calculation. Jeong et al. [1] present research ten \MolP call
capacity analysis. While 802.11b can theoreticatgommodate
85 callls, the poor efficiency of the MAC-layer probl limits this
to only 5 calls in practice. Equation (1) gives #hgression for
calculatingNpyy, the maximum number of calls supported, taking
into account the overheads on data link and physigars [1]:
The Maximum # of Calls at Physical layer:

1
Nppy=
2k(Tpirs+TBo+TsiFs+Tack+TPHY+TL3)

@)

wherek denotes the frame rate of the voice codec, $s foames
per second for G.711;; denotes the time taken to transmit a
layer 3 packet; the remaining componefs-s, Tgo, Tsirs, and
Tucx are the DCF timers (see Figure 1) dhgy is the layer 1
overhead. According to eqn. (1) layer 2 contributes most
overhead to the overall frame transmission timendeet al. [1]
proposed an algorithm to implement MAC-layer frame
aggregation, which improved the VolP call capadity 300%.
Because of high WLAN overhead, it is obviously reszgy to
implement QoS on WLAN to support efficient traffielivery for
converged networks.

A practical WLAN QoS solution is proposed in [3]hi$ work
discussed EDCA parameter tuning on both AP and \Mieines.
Their analysis found that the AP has higher prdiiglmf gaining
channel access than wireless clients given the sBDEA
parameters on both sides. Basically, the AP do¢s\@ed more
aggressive EDCA parameters than clients [2]. Thedima the AP
has the advantage of winning the wireless chancegss, and it
contributes major impact for WLAN QoS when bothtjgar are
using the default EDCA configurations. This work {&termined
sets of optimal EDCA parameters for AP and clidmased on
simulations and compared the performance with defBDCA
values in experiments.

Achieving strict QoS for high priority traffic magacrifice the
services for other lower priority traffic due tanited bandwidth.
To balance the QoS services for different typedraffic, and
provide proportional services for other rankedfitafows, Lee et
al. [7] proposed a Differentiated Service-EDCA (BBCA)

model to provide strict QoS for voice traffic, byamaging
fairness for other traffic flows using weightedrfgiarameters.
With DS-EDCA, the resource is first allocated tovis of higher
priority. The remaining bandwidth is then sharedportionally
among the other service priorities according toirtlassigned
weights. A hierarchical link sharing model for IEEED2.11e
WLANS is proposed, which is very useful in downliakd uplink
traffic sharing. Their results are verified usirignslation.

Most WLAN QoS researches focus on VolP capacityyasimand
improvements [2], [5], [10]. Many works have beemd in terms
of EDCA parameter optimization, with QoS analyticabdeling
and simulations as the major approaches used. Tivesks
provide a solid foundation from which to explore mm@advanced
WLAN QoS strategies, such as class-based queuitigvaighted
fair-queuing techniques over WLAN. However, few wo®thave
been conducted to evaluate the QoS performance &32r1g



network using commercially available Windows PCd &andor-
specific equipment such as Cisco Aironet wirelegsmment.

3. Background: 802.11 Wireless QoS

3.1 802.11 Wireless Network DCF MAC

IEEE 802.11b/g standards are the popular WLAN mai
deployed in enterprise campus networks. They use sdmme
media access control mechanisms: DCF, RTS/CTSP&td The
distributed coordinated function (DCF) and RTS/CTee
commonly used in most cases.

Wireless frame transmission is controlled by DCH &TS/CTS
mechanism [14]. Figure 1 [8] shows the 802.11 DGelia access
control mechanism. DCF is composed of two compandnter-
frame Space (IFS) and Contention window CW, which i
determined based o0W,,in, CWinax), WhereCW,,i,, andCW, o
are respectively the minimum and maximum contentamdow,
whose values depend on the access category, as smdable 1.

The IEEE 802.11 currently defines three inter-fesspaces:
e Short inter-frame space (SIFS) 10 ps. Importamhés

such as acknowledgement and management frames wai

SIFS before transmission.
¢ Point (coordination function) inter-frame spaceH®)

SIFS + 1 x slot time (20 ps) = 30 ps. only used in

polling system.
¢ Distributed (coordination function) inter-frame spa
(DIFS) 50 s, SIFS + 2 x slot time = 50 pus.

Data frames wait DIFS before starting the randonckbfi
procedure [14][10].

When a data frame is ready to be sent, the senslegragtes a
random backoff numben uniformly between 0 and CW, (CW=
CW,n initially) and checks the channel to ensure ifree for
DIFS interval, then starts backoff farx slot timeif the channel
remains free throughout the backoff period, datseist after the

backoff period; CW=CW,,;, after each successful transmission. If

the channel is busy during the backoff period,ireless device
pauses the backoff counter and resumes it DIF$ tifeeend of
frame again. Following thé&" (i =1) unsuccessful transmission

attempt, the random backoff numbreis selected from a uniform

DIFS DIFs

.

o PSS

Y

process repeats until the maximum number of retnégsson
attemptsm s reached, and the transmission is aborted incise.

3.2 Wireless QoS Mechanism

The purpose of QoS is to provide required netweoakgmission
services for applications, by controlling the delgiyter, and
packet loss to be within pre-defined values.

Wireless QoS is provisioned by controlling the DI&®1 random
backoff time. 802.11e EDCA defines different ariton inter-
frame space (AIFS) and contention window paramefers
different traffic categories, so that the high ptiotraffic waits
less than low priority traffic. Statistically, higriority traffic has
a higher chance to be transmitted, especially duhieavy load
conditions.

Table 1 shows the EDCA parameters defined for fvaffic
Access Categories (ACs): AC_VO; AC_VI; AC_BE; AC_BK
[13] The arbitration inter-frame space time intérvAIFS can be
calculated using the following formula:

AIFS[AC]=[SIFS] + AIFSN[AC] x [aslotTime] ®
{(AIFSN[AC] >= 2)
Table 1. Default EDCA Parametersfor each AC

AC CWmin CWmax AIFSN Max TXOP
Background (AC BK 31 102: 7 0
Best Effort (AC BE 31 102¢ 3 0
Video (AC VI) 15 31 2 3.008m:
Voice (AC VO 7 15 2 1.504m:
Legacy DCI 15 102: 2 0
where AIFSN is the AIFS number. IEEE 802.11 wirgles

communication uses a shared half-duplex mechaniswhich all

devices are competing to gain channel access. @mdydevice
can transmit in one direction at a time. If therata is busy, then
other devices have to backoff random amount of ,tiwigich is

controlled by EDCA-defined parameters in Table inc& the
high priority category waits for a shorter backufie, it tends to
get served more frequently.

Contention Window
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Figure 1. IEEE 802.11 DCF Timing lllustration [8]

distribution in the rangg0, CW —1] whereCW is the contention
window size at thei™ retransmission attempt, calculated by:
CW =2 CW,_, such thatCW < CW< CW_andl<ism,
where m is the maximum number of retransmissions satigfyin
CWhax Thatis,m=log, (CW_/ CW ). Once theCW reaches

CW,a it remains at the value d€W,, until it is reset by a
successful transmission. The contention window radiog

3.3 Wirdess Traffic Flow Pattern Analysis
There is typically asymmetry in the traffic flow tpggrn in an
access network, and the same is true in WLAN enwi@nts. The
AP is the central multiplexing point in a wireleestwork. It
aggregates traffic to and from clients, and it ntcome the
bottleneck of the wireless network, since it isalved in the
transmission of approximately half of the packatthe WLAN.

Consider a simple example. Suppose there are twtsl
associated with an AP, each client makes a caliited IP phone,




the bandwidth required for each call is 128 kbps/{@) in each
direction. The AP will need bandwidth of 512 kbgsx(128 kbps)
to serve the two clients. If the two pairs of calts made between
four wireless clients, the AP would need a bandwidf 1024
kbps (8 x 128 kbps).

The bandwidth requirements for AB,p, to servec clients with
bandwidth requiremerft for each client in each direction can be
estimated as follows:

B, =2¢c8 3)

So if multiple clients send large volumes of traffiver wireless
network creating congestion condition, the AP woblecome
congested before the clients, assuming the AP lamdlients are
operating at the same data rate.

To analyze the QoS effect, we need to look at twendtream and
upstream traffic separately.

AC_VO
queue 100
Virtual
collision
from Centralized AC_BE EDCA handler
wired queue 50 schedule to
netwk Wireless
channel
AC_BK
aueu 25

Figure 2. AP QoS Handling I llustration for Downstream Traffic

Downstream traffic is the traffic flowing from AR twireless
client. This direction of traffic flow dominates ehmajor QoS
performance because the downstream traffic is ratgd from
high-speed wired networks flowing towards slowezespwireless
clients through APs. In most networks, wireleserts download

configured to meet the traffic QoS requirements. tife

downstream buffer has a long queue, this couldltré@sthigher

delay and jitter for VolP packets. Taking the abdaetors into

account, the downstream link tends to be more iadehan the
upstream link, therefore the QoS applied in dovesstr direction
becomes more important and it has more effectiymagnthan the
upstream QoS. Figure 2 illustrates the QoS procfss
downstream traffic [7].

Three priority categories are configured on AP gsWiLAN-
based EDCA QoS mechanism. The packets from wirédank
are classified into their respective AC queue based the
destination VLAN. The AC_VO is assigned the shdrtéd=S
backoff interval, and relatively larger queue size, it has the
highest opportunity to be transmitted during tharciel access
competition. On the other hand, AC_BK is assigresl Ibngest
AIFS backoff interval and smallest queue size t$@s the lowest
opportunity to get transmitted. Also, since its ggiemay fill
earlier than any other categories, more packets ftos category
may get dropped when congestion occurs. AC_BE hedium
AIFS backoff interval, so that it receives servicetween the
other two categories.

Upstream traffic refers to the traffic flowing fromireless client
towards APs. 802.11g wireless LAN is much sloweantithe
wired Ethernet, so congestion won'’t happen for ngash traffic
transiting from the wireless network to the wireetwork. Most
wireless clients download more than what they uplga2].
Considering these factors, the limitation of wissleadapters not
supporting the EDCA parameter configuration woulghose less
impact for the wireless QoS performance. Accordmghe above
traffic flow pattern analysis, asymmetric QoS igasible solution
for wireless networks with asymmetric traffic patte

4. EXPERIMENT DESIGN AND
IMPLEMENTATION

The experimental QoS measurement testbed is buitiiduct the
wireless VLAN-based QoS performance evaluation.gufé 3
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Figure 3. Wireless QoS M easur ement Topology

much more content than they upload.

According to a comprehensive campus WLAN measurémen
study conducted by Mahardt al. [12], the overall ratio between
downstream and upstream traffic is typically 2-to-This
asymmetric traffic pattern measured on real campireless
networks provides grounds for our idea to suppsytranetric
QoS implementation. Furthermore, the AP aggregalésthe
downstream traffic for all clients, and needs to f®perly

shows the testbed topology.

The lab uses Cisco centralized WLAN controller meduhich is
able to support 16 lightweight APs. We configuretk aCisco
Aironet 1240 AP with three wireless VLANs to supptinree
traffic classes for QoS performance test. VLAN 32assigned
high priority to accommodate voice or mission-cati traffic.
VLAN 23 is used for best-effort traffic. VLAN 25 idesignated
for background traffic.



In order to get an overall picture of the bandwidthization by
different types of traffic, a wired monitor statimused to capture
network traffic from the trunk port on the switchA. wireless
sniffer running BackTrack Linux [15] is set up nmonitor mode
to perform the wireless traffic measurement oveffeddnt
wireless VLANSs.

QoS prioritizes mission-critical and delay-sensitivaffic so that
these traffic classes get more chance to be foedawith less
delay and jitter. However, QoS is designed to mandge
congestion situation. When network traffic volunselight, and
the probability of wireless channel contention erylow, it is
rare to observe QoS problems among traffic clasBes. this
reason, a traffic generator TGEN is used to sttkesnetwork.
This is configured by using Cisco router runningeapl traffic
generator operating system Pagent to generate itmasid) traffic,
creating controlled congestion conditions for theSQvaluations.
TGEN generates background traffic that consistSahet, FTP,
and HTTP packets with random packet size betweerll 3@
bytes. Different data rates from 800 to 2500 pastket are used
in the experiment to create appropriate congest@mditions for
different traffic measurements so that the bestpaniaon can be
obtained.

Three VLANs are created to accommodate
categories: AC_VO; AC_BE and AC_BK. To compare ©@eS
performance we first assign all VLANs to AC_BE a@aigy with
the best effort service and measure the baselimrpgance
results. Then we re-assign VLAN 22 to AC_VO clasthwthe
highest priority, put VLAN 23 into AC_BE categoryqviding
best effort QoS, assign VLAN 25 to AC_BE (for VOIest) or
AC_BK (for TCP test) as background traffic with fdifent QoS
category, and perform the traffic measurement atiicompare
and analyze the results.

5. EXPERIMENTAL RESULTS

In this section, the traffic measurement results aarefully
selected from 50 trace files (over 10 Gigabytetotal) captured
from wireless VLAN 22, 23, 25 and wired trunk pdrt.order to
test a wide range of operating conditions, thditraieasurements
are conducted with different background trafficera800, 1000,
1200, 1500, 2000, 2500 packets/sec. Only a sulbsleése results
is presented in the paper, however. Specifically,select results
that best illustrate the QoS impact on voice and Tkaffic. For
VoIP QoS evaluation, the delay, jitter, and pad&ss metrics are
used to compare the performance results. For T&fficir TCP
sequence number plots are used to illustrate cdionegrogress
over time, in addition to overall average throughpu

5.1 VolP Results

5.1.1 Baseline Results with No QoS

Figure 4 shows the average performance measurerasunits
from multiple tests for voice conversations betwesrdtware-
based phones on PC1 and PC2, and IP phones, htutiQoS.
The background traffic is generated by traffic gat@ TGEN,
which generates three traffic streams (Telnet, HERE FTP) at
two rates: 800 and 1000 packets/sec. The two difterates
create different congestion conditions. All threeLANs

(including VLAN 25 for background traffic) are ginehe same
traffic access category, namely AC_BE.

With 800 packets/sec downstream background traffiere is
distinct uneven packet loss and jitter observedwéen
downstream link and upstream traffic. The downstréimk had

three draffi

20-30% packet loss, with a jitter of 10-15 ms, wlthe upstream
traffic had no packet loss and lower jitter of 4n3.

PC1 and PC2 cannot initiate a call towards the dvife Phones
when the background traffic rate increases to 1p&ckets/sec;
however IP Phones can initiate the call back to BCRC2. Once
the call is placed successfully, the softphone Bzpeed very
poor voice quality. The recipient heard jerky arattial words,
and could hardly understand sentences. On the otéed, the
voice quality on IP Phones is fair, smooth, andarcleBoth
VLANSs have no packet loss for upstream traffic.

These results make sense for the specific traffienario
considered. Because the traffic generator generates way
downstream traffic flowing from AP to wireless ¢itePC3, the
downstream voice traffic has to compete with thisavy

background traffic to reach PC1 and PC2. AP maistéairness
[14] while distributing traffic to PC1, PC2, and BCThis heavy
background traffic can overflow the AP's downstreamffer

[7][8], with the Tail-Drop mechanism discarding selquent voice
and TCP packets. If the TCP packets were origindteth a

normal Internet application, such as an FTP sertreg, TCP
congestion control mechanism would slow down thesmission
rate. However, here the TCP packets are generateah iopen-
loop (fixed-rate) fashion by the traffic generatahich does not
respond to any packet drops. Instead, it mainta&npredefined
transmission rate. As a result, the downstreamlegseclient PC1
and PC2 experienced a lot of packet losses aret jittie to
intense competition on downstream link. Thereforéne

downstream client on the softphone heard reallyr pegice

quality, while the upstream IP phone still had tyrefood voice
quality.

Both VLAN 22 and 23 perform similarly without QoSigure 4
and Figure 5 exhibit the average results from faeparate
measurements in the same day.

B Avg-jit at rate800
Avg-jit at rate1000

m Avg-jit at rate800
Avg-jit at rate1000

(ms) (ms)
20 —F———— 20 A
5 +———— 15
10 -+ — 10 A

N ) 5 -H
0 A 0 A
VLAN22 VLAN23 VLAN22 VLAN23

Figure 4. Downstream (Left) and Upstream (Right) Average
jitter without QoS.

5.1.2 Results with Asymmetric QoS

In this case, VLAN-based QoS on wireless networériabled by
assigning VLAN 22 the highest EDCA category (AC_V@)
accommodate high priority voice traffic. VLAN 23 ggven the
medium EDCA category (AC_BE). The background tcaffi
VLAN 25 is also given medium category (AC_BE) tonguete
with VLAN 23 voice traffic directly, so that the @oimplication
on voice traffic over dedicated voice VLAN 22 andrmal
VLAN 23 which has voice traffic and background fi@mix can
be compared. The test scenario is otherwise the senbefore.



With QoS enabled, VLAN 22 and VLAN 23 receive diffatiated
channel access probability to deliver the call wdtfierent jitter
and packet loss when the background traffic rate8@9
packets/sec.

M pkt-loss at rate800
pkt-loss at rate1000

M pkt-loss at rate800
pkt-loss at rate1000

50% ——————— 50% -
0% +—7~ ——— 40% A—35%;—
30% +— - 30% - -

20% A — 20% - —
10% - — 10% - —
0%
0% - 0% -

VLAN22 VLAN23 VLAN22 VLAN23

Figure 5. Downstream packet loss without QoS (Left), with
QoS (Right).

Figures 5 and 6 show the measurement results fnage jitter
and packet loss between the two EDCA categoriegoriSingly,

the phone call on VLAN 22 becomes fairly clear iottb
directions with QoS enabled when the backgrounffidreate is

800 packets/sec; the phone call can be initiatech feither side.
This result demonstrates the effectiveness of EDMr&less QoS
function, even if it is only configured on the AP.

W Avg-jit at rate800
Avg-jit at rate1000

W Avg-jit at rate800
Avg-jit at rate1000

(ms) Downstream jitter (ms)  Upstream jitter
20 —m—m
16 20
15 +—m—— 1] — 15
10 +—m—— — 10
6
5 - — 5
11 l l
0 A 0 -

VLAN22 VLAN23 VLAN22 VLAN23

Figure 6. The Downstream (Left) and Upstream (Right)
Averagejitter with QoS

With background traffic rate at 800 packets/sex thaffic

measurement shows distinct results between VLAN a2l

VLAN 23 in Figures 5 and 6. The voice traffic on XN 22

(AC_VO) received excellent downstream service witho packet
loss and minimal jitter of 1 ms. The downstreamceadiraffic on

VLAN 23 (AC_BE) still experienced 35% packet logsgure 5,

right) and 6 ms jitter because it is competing wite background
traffic on VLAN 25 with the same priority category.

By increasing the background traffic rate up tod@acket/sec to
exacerbate the congestion condition, the QoS poniy

capability on VLAN 23 is pushed up to the limit dte severe
network congestion. The voice call on VLAN 23 (AEBIs

unsustainable due to high packet loss (42%). tiesr jalso grows
to 16 ms. It becomes difficult to establish a d¢adim PC2 to IP
Phone. The call might be dropped in a few minutenef the call

was initiated from the other side. On the contrétrys observed
from Figures 5 and 6 that VLAN 22 performs excdllemvith no
packet loss and 1 ms jitter.

Figure 6 also indicates that the upstream link tad@iis consistent
small variation in average jitter between the tw@sAwith 0%

packet loss (not shown on the graph). This is bexathe
upstream traffic volume is much lighter than APapacity, so no
packet loss occurs. QoS is not available on the RCthis

experiment. Since the AP treats all upstream traffiirly,

therefore the upstream average jitters from bothAN& (two

ACs) are consistent.

5.2 TCP Results

5.2.1 Baseline Results with No QoS

All three VLANs (VLAN 22, 23, 25) are assigned tlefault
EDCA QoS category (AC_BE). The traffic generator ENG
sends background traffic on VLAN 25 at rate of §@kets/sec,
in the meantime FTP downloading from and to botd PZLAN
22) and PC2 (VLAN 23) are measured.

With heavy downstream background traffic volume LR@d PC2
had very low FTP download rate (8KB/s) from PC4 &ég. 7.
Sometimes the downloading timed out due to congestdn the
other hand, both PCs can smoothly upload filesGd,Ralthough
still with slow uploading speed of 76 KB/sec (Fig\®).
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The poorer downstream performance shown in Fig Because
the downstream FTP traffic has to compete with keav
background traffic to reach PC1 and PC2. The APntaais
fairness while distributing traffic to PC1, PC2 aRC3. The




background traffic sent at rate 800 packets/sec &P
downloading traffic go to the same AC_BE queue whiould
result in the queue overflow, hence tail drop metdra drops
subsequent FTP packets and background TCP packbts.
background TCP packets do not respond to any packes, but
maintains a constant transmission rate. Howevee TCP
protocol of the real FTP streams reacts to the gidolss by using
slow start, congestion avoidance, and retransnmissimeout
mechanisms to reduce the FTP downloading rate. resut, the
downstream FTP traffic experiences long delay oenebeing
disconnected.

We can see there are a lot of packet losses, satiagsions, and
timeout events in the two graphs. The significaimhebut

activities can be identified by the gaps in theveurTCP doubles
the retransmission timeout interval due to conseeut
retransmission failures resulting from the sevengestion

condition. Fig. 7 (The downstream graph) has mamyengaps

than Fig. 8 (The upstream graph). The TCP congestimdow

size is very small because of frequent packet fosse

The main reason causing the retransmissions arebtitmevents
for the upstream traffic is because the ACKs fro@#Ro PC1 and
PC2 are lost due to heavily congested downstreakn @verall

upstream transfer is ten times faster than the doream due to
the heavy downstream background traffic.

5.2.2 Results with Asymmetric QoS

In this case, the wireless QoS is implemented bigasig VLAN
22 to high priority category (AC_VO) to simulatession-critical
traffic. VLAN 23 is given Best Effort category (ABGE). VLAN
25 is given the lowest category (AC_BK ). FTP tfarsfrom and
to VLAN 22 (PC1) and VLAN 23 (PC2) are evaluatediletihe
traffic generator is sending the background traffid>C3 at two
different rates of 800 and 2500 packets/sec.

With the above configuration, the QoS effects aghlly evident.
The FTP processes on VLAN 22 and VLAN 23 can bqitoad
the same file at almost the same speed (420 KB/demke is not
much difference between their performances bec@o® is not
implemented for upstream link, and the backgrouraffi¢ is
flowing downstream, furthermore QoS allocates artehcAIFS
interval for TCP ACKs to come back to these two N\
smoothly, so that allow both VLAN 22 and 23 to wgaddiles.

More importantly, QoS enabled both PC1 and PC2atentoad
the files from PC4 with higher transfer rate th@hoading in spite
of competing with background traffic. PC1 achievbkd speed of
679 KB/sec, and PC2 got 423 KB/sec. This indictiias EDCA
wireless QoS is functioning effectively comparedthe scenario
without QoS.

In order to observe the differentiated QoS perfarceaamong the
two VLANSs in both directions, we increase the backmd traffic

rate up to 2500 packets/sec to exacerbate the staigeondition

to a more severe level.

With heavier background traffic volume the QoS perfance for
the two VLANS in the upstream directions are défatiated as
well. The uploading rates for PC1 (VLAN 22) and PG2.AN

23) are measured as 369 KB/sec and 337 KB/secatésglg. See

Figures 11 and 12. FTP downstream maintains similar

performance as before. Figure 9 and Figure 10 éxhie
downstream FTP performance.

Seguence Nurnber (Bytes)

L
1

L
2

'
3

Time (Seconds)

L
5

L
=3

L
7

Figure 9. VLAN 22 Downstream TCP Perfor mance with QoS

Sequence Murber Bytes)

Figure 10. Vlan 23 Downstream TCP Perfor mance with QoS

Seguence Nurber [Bytes)

Seguence Nurnber (Bytes)

x10°
6

L
o 1

% 10°

2

3

Time (Seconds)

=)

=]

7

(=1

n¥e L
L] 1

2

3

Tirne (Seconds)

5

=]

7

g

Figure 11. VLAN 22 Upstream TCP Performance with QoS

% 10°

nia

L
(] 1

L
2

'
3

Time (Seconds)

L
5

L
=3

L
7

=]

Figure 12. VLAN23 Upstream TCP Perfor mance with QoS



After increasing the background rate to 2500 pad&et, the
crowded downstream link causes some TCP ACK losses
upstream traffic which triggers TCP congestion guint
mechanism to slow down the FTP uploading rates. é¥ew the
downloading rates for both VLANS still maintain ast the same
range. It means that ACK loss has more sensitiy@manon TCP
transfer rate than the actual data packet loss.

By comparing the TCP graphs in Fig. 7 with Figsard 10, a
significant improvement on the downstream transéde can be
seen after enabling QoS. PC1 and PC2’'s downloadjerd
increased by eighty and fifty five times respedtiv@he packet
loss and retransmission activities are reduced atiaadly. A

distinct QoS effect can be observed by comparigg &iwith Fig.

11 and Fig. 12. The uploading speeds from PC1 &&itB PC4
were increased by seven and five times even thQaf is only
implemented on AP for downstream link.

According to Table-1 and Eqn. (2), the initial ardiy inter-frame
space for VLAN 25, VLAN 23, and VLAN 22 are estiradtas
150us, 70us, and 5Qus, respectively.

As the network gets congested, the QoS mechanismARn
controls the backoff time for each VLAN traffic leas on the
above initial AIFS. The lower priority AC (VLAN 2background
traffic) frequently encounters a busy channel, tsd AIFS value
of the lower priority AC increases exponentiallyfdre higher
priority ACs when the retry counter is reached.aA®sult, higher
priority traffic categories receive much bettenéer at the cost of
degrading service for lower priority traffic categoAccording to

this, the downloading traffic from PC1 and PC2 Hasen

prioritized accordingly based on their ACs. So tlag able to
maintain the downloading rates as the backgrouaffidrvolume

(AC_BK) increases.

For upstream traffic, the AIFS backoff time mairdffects the
TCP ACKs, which indirectly influence the overallsiggam FTP
transfer speed. Since ACK loss has more sensitipact on TCP
traffic rate than data packet loss, therefore thieading rate for
PC1 and PC2 were decreased by 12% and 20% resggatikile
the background traffic volume increased from 800 2600
packets/sec because of more ACK losses.

6. CONCLUSION

An asymmetric VLAN-based 802.11 wireless QoS solutis
proposed in this paper. This may be a feasiblecarstl effective
solution for wireless networks with asymmetric fi@fpattern
according to the analysis on downstream and upstieaeless
traffic pattern and characteristics. Experimenfgbraach is used
to evaluate the performance of the proposed Qo&mgntation.
The measurement and analysis results show thaasymmetric
QoS provides distinct performance for differentopty traffic
categories. EDCA parameter has effective priaiton control
over VLAN-based traffic categories even though @eS is only
supported on AP over a wireless network. The asymen@oS
improves the transfer rate for both downstreamwpsiream TCP
traffic even under severe congestion conditionttfarmore this
approach provides a practical wireless QoS solutiahis easy to
deploy.
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