Managing Hotspot Regions in Wireless/Cellular Networks
with Partial Coverage Picocells

Jingxiang Luo and Carey Williamson
Department of Computer Science, University of Calgary
Calgary, AB, Canada

jingx.luo@gmail.com, carey@cpsc.ucalgary.ca

ABSTRACT

In typical deployments of wireless and cellular networks,
traffic hotspots can arise from the non-uniform geographic
distribution of the mobile users, and the heavy-tailed nature
of their network usage patterns. These hotspots of activity
can degrade system performance, by increasing network uti-
lization, wireless interference, call blocking, and even call
dropping from failed handoffs for mobile users. One ap-
proach for network providers is to deploy a picocell as a tar-
geted solution for a specific geographic region of interest. In
this paper, we develop an analytical model to characterize
the performance of a wireless/cellular network augmented
with picocells. Our numerical results illustrate several trade-
offs between network cost, call blocking, and call dropping.
Our model provides insights on how many picocells to de-
ploy, where to place them, and their performance impacts.
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Architecture and Design; C.2.2 [Computer-Communications
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Design, Management, Performance

Keywords
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1. INTRODUCTION

The past two decades have witnessed a rapid development
of cellular networks. As cellular systems are gaining popu-
larity, the traffic demand has increased significantly while
the available wireless bandwidth is still scarce. Many meth-
ods [5, 11, 12, 15, 17] have been proposed to promote the
efficient use of wireless bandwidth while maintaining Quality
of Service (QoS) standards and low operating costs.
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In a wireless cellular network, call activity can be more
intensive in some areas than others. These high-traffic areas
are called hotspot regions. To address this issue, we use two
sets of base stations (BS): one set consists of Essential Base
Stations (EBS) that cover the whole area, as in traditional
cellular networks, while the other set consists of Comple-
mentary Base Stations (CBS) that cover the hotspot region.

In the literature, there are several pioneering works related
to this approach, which is typically described as a two-layer
hierarchical cellular network [8, 11]. To align with the ter-
minology used in [8], the large circular coverage area of an
EBS at the parent level is referred to as a macrocell, while
the small coverage area of a CBS at the child level is called a
picocell. The main difference in our model is that only part
of the macrocell area, namely the hotspot region, is covered
with picocells.

Mobile users initiate calls in the system. Following the
terminology in [8], a call in its first attempt to establish a
connection with a BS is referred to as a new call. A call
can be redirected as follows. A call attempting to connect
to one set of BS is allowed to be redirected to the other set
of BS as an overflow call. An overflow call may later revert
back to the original BS as a takeback call. Handoff calls are
requests to transfer calls between two CBS at the same level
or between two EBS at the same level.

We consider traffic management issues between mobile
users and base stations. Considering typical voice traffic
on either an uplink or a downlink, we assume that a link
is divided into a fixed number of channels, and each incom-
ing call occupies one channel. We assume that traffic is not
evenly distributed geographically; rather, there is a hotspot
region where the traffic is the most intense. We establish a
set of CBS that collectively cover the hotspot area. Outside
this area only the coverage of EBS is available. This is re-
ferred to as the EBS-CBS model. We use the term partial
coverage picocells to emphasize that the CBS covers only
part of the area within the macrocell.

Partial CBS coverage raises a problem not seen in classical
hierarchical cellular networks. Consider a mobile user that
moves from a CBS-covered area to an area without CBS cov-
erage. Obviously, such a user cannot succeed in requesting a
handoff to another CBS, since there is none. Handing over
to the EBS is the only possibility. We will illustrate that
it is possible to achieve satisfactory performance under our
proposed scheme, and explore the tradeoffs between system
performance improvement and the system cost.

No operational research on traffic management schemes
can be complete without proper methodologies for evaluat-



ing cellular network performance. Prior works have been
done on general methodologies [1, 9], as well as building
models for particular flows, such as handoff calls [2] and
overflow calls [10]. The latter two works devise ways of cap-
turing the correlations between different calls, or the correla-
tion between incoming calls and the number of ongoing calls.
Since these studies have shown only limited effects of corre-
lations on system performance metrics, we follow the simple
approach for performance assessment in this study [9].

The rest of this paper is organized as follows. Section 2
provides a brief synopsis of prior related work. Section 3
describes our EBS-CBS model, its model parameters, and
traffic characteristics. Section 4 carries out traffic analysis
through a series of balance equations, and develops an iter-
ative algorithm to evaluate system performance. Section 5
presents numerical results. Section 6 concludes the paper.

2. RELATED WORK

Several authors have studied mechanisms to enhance sys-
tem performance in cellular networks. In [7], the advan-
tage of priority handoff calls was established through de-
tailed performance comparison with non-prioritized hand-
offs. Handoffs in the context of two-layer hierarchical net-
works was discussed in [15]. Early work [8] allows unidi-
rectional movement of redirected calls (i.e., calls overflow-
ing from picocells to macrocells), while later work [12] al-
lows overflows in both directions. Takeback strategies for
overflow calls reverting to their original BS are introduced
later [14]. Good reference works appear in [8, 11], which
include policies like handoff priority access, overflow limita-
tion, and reversible capability.

Other researchers have explored strategies for choosing
the initial BS for a mobile user. In [11], the authors advo-
cated speed-sensitive choice, which assigns slow-moving mo-
bile users to picocells and fast-moving ones to macrocells.
In [5], a simple strategy is used to direct all calls by default
to picocells; the macrocells are used for overflow calls only.
Many later proposals are variants of these two approaches.

In most of these recent studies, the intent of picocells is
to increase system capacity. To mitigate the side-effect of
more frequent handoffs among picocells, different strategies
have been introduced.

Geographically homogeneous traffic is the standard as-
sumption in these studies. Unfortunately, this convenient
assumption does not pay sufficient attention to the mea-
sured patterns of traffic and mobility [6, 16] (e.g., mobile
users and active calls concentrated in hotspot areas).

From the perspective of performance, hotspot regions de-
serve attention. A hotspot typically degrades overall net-
work performance, due to the high load imposed in areas
with intensive call traffic. These issues are carefully ad-
dressed in our paper.

3. NETWORK MODEL

This section describes the EBS-CBS model and specifies
its associated parameters.

3.1 Overview

Figure 1 provides a conceptual illustration of our cellular
network system model. In particular, it illustrates the con-
cept of a hotspot region, as well as the different situations
that can arise for mobile users competing for finite wire-

less resources. An Essential Base Station (EBS) provides
traditional wireless/cellular network coverage to a large cir-
cular region called a macrocell. Any mobile user within this
macrocell can be served by the EBS. However, the traffic de-
mand on the EBS may be non-uniform within the macrocell.
In particular, the shaded area in Figure 1 depicts a hotspot
region: an irregularly-shaped geographic area within the
macrocell that generates higher traffic load than other areas
of the macrocell.

Figure 1: A diagram of partial CBS coverage

Because of the geographic clustering of the users in the
hotspot area, servicing these users from the EBS may require
significant transmission power, which produces higher inter-
ference for other users in the macrocell, perhaps compromis-
ing their QoS. The hotspot region is a candidate location for
a picocell, wherein a low-cost (perhaps even portable) Com-
plementary Base Station (CBS) is deployed to service users
in that area. If economically viable, more than one CBS
could be deployed to service the hotspot region. This ap-
proach can offload the EBS from servicing those users, and
improve the QoS for all users in the macrocell.

Partial CBS coverage is a key concept in our model, which
raises new issues in traffic management. CBS coverage is
guaranteed only in the hotspot area. Because of partial
CBS coverage, a mobile user A that resides in the hotspot
area may encounter different situations than another mo-
bile user B residing outside the hotspot area. For example,
if A connects to a CBS but later moves out of the hotspot
area, then transferring the call to the EBS may be necessary
(since there is no CBS coverage outside the hotspot region).
Thus the EBS provides additional resources that are avail-
able to user A, if needed. In contrast, a mobile user B that
experiences a rejected call at the EBS cannot overflow to a
CBS, unless it resides in the hotspot region.

We focus on the management of traffic redirection and pri-
ority issues, especially on those in connection with partial
CBS coverage. For this purpose, it is of primary interest to
quantify the area of hotspot regions in a macrocell, and how
many CBS are needed to cover hotspot regions. We assume
that each picocell is completely contained in a macrocell.
Realistically, a picocell may overlap with other macrocells,
leading to slightly lower coverage efficiency and more wire-
less interference. These detailed issues are beyond the scope
of this initial study.

3.2 Assumptions

In our model, we make the following basic assumptions:

e Each EBS covers a large circular area called a macro-
cell. Each CBS covers a (relatively) small area called a



picocell. Each picocell is completely contained within
a macrocell.

e Call arrivals follow a Poisson process. Each call in the
system requires one unit of channel capacity, either at
the EBS or the CBS.

e Traffic heterogeneity exists between the hotspot area
and the rest of the macrocell. Within the hotspot re-
gion, all traffic is evenly distributed.

e There are two types of mobile users. Type-1 (general)
users can appear anywhere within the macrocell, and
are uniformly distributed. Type-2 users have strong
affinity for the hotspot area; they appear in the hotspot
area with probability ¢, and elsewhere in the macro-
cell with probability 1 — ¢. Regardless of the region
in which they appear, their presence is uniformly dis-
tributed over the region.

e Calls initiated by Type-1 users are first directed to an
EBS, regardless of their location. Calls initiated by
Type-2 users are first directed to a CBS if the user is
in the hotspot area, and to the EBS otherwise.

e Call requests that are rejected by a CBS due to insuf-
ficient resources are allowed to overflow to the EBS.
Similarly, call requests rejected by an EBS can over-
flow to a CBS, if appropriate. Overflow calls can be
reclaimed by the rightful BS when resources permit;
this process is called a takeback.

e Handoff calls and takeback calls are given higher prior-
ity than new calls, while overflow calls are given lower
priority than new calls.

3.3 System Operation

We consider one representative EBS among the many in
a typical cellular system. This EBS has K > 1 picocells,
each with its own CBS. We normalize the coverage area of
the macrocell to 1 unit, and consider the size of the hotspot
region relative to that of the macrocell.

Suppose K identically-sized picocells, each with area e,
collectively cover a hotspot region with area A < 1. Let

A

=g (1)

denote the coverage efficiency. Due to overlaps between pic-
ocell coverage areas, we typically have o < 1.

The operational rules for admitting and redirecting call
requests in the EBS-CBS system are discussed next.

3.3.1 Macrocell Operation (EBS)

There are a total of C,, channels in the EBS. A new call
to the EBS is rejected if no channel is available, or if the
number of ongoing calls exceeds a threshold C,,. A rejected
call overflows to the closest CBS if the mobile user initiating
the call currently resides in the hotspot region; otherwise,
the call is removed from the system. Hence this scheme is
called partial overflow. The same principle applies to any
handoff calls received from another EBS.

An overflow call from a CBS is rejected by the EBS if no
channel is available, or if the number of ongoing overflow
calls exceeds a threshold C,. A takeback call from a CBS is
rejected and continues to exploit a channel at the CBS when
no channel is available at the EBS.

A mobile user moving out of the coverage area of an EBS
requests a transfer of the call to a neighbouring EBS.

3.3.2 Picocell Operation (CBS)

There are a total of C/,, channels in each CBS. A new call
is rejected when no channel is available or when there are
more than C], ongoing calls. A rejected new call attempts
to overflow to the EBS. A handoff call from another CBS is
rejected only if no channel is available at this CBS; in such
a case, it attempts to overflow to the EBS. An overflow call
from the EBS is rejected by a CBS if no channel is available,
or if there are more than C!, ongoing calls. When no channel
is available in the CBS, a takeback call from an EBS fails
and the call continues to use an EBS channel.

The partial CBS coverage has the following consequence.
When a mobile user moves out of a picocell, the user may
enter another picocell within the hotspot region, or may
leave the hotspot region entirely (vacating the CBS coverage
area). For the latter case, if the mobile user has an ongo-
ing call, it will request a transfer to the EBS as a privileged
overflow.

The reason for privileged overflows is that no other obvious
alternative works well. One possible choice is to overflow to
the EBS. Unfortunately, overflows are typically assigned low
priority in traffic management, which implies a high failure
rate (i.e., excessive dropping) for overflows. Another alter-
native is to mark calls redirected to EBS in this situation
as handoffs. Although avoiding the disadvantage just men-
tioned, a new problem arises, since redirected calls may re-
main arbitrarily long while consuming EBS channels (unless
they are distinguished somehow from calls originated at the
EBS). Consequently, this leads to higher load at the EBS,
and lower utilization of CBS channels.

If no channel is available in an EBS, or the total number of
ongoing calls exceeds a designated threshold Cj, then any
privileged overflow call is rejected and removed from the

system.
In the system configuration, we set:
Co <Cpn <Cp<Cn (2)
Co < Cp <Cp 3)

to ensure that priorities between new calls and redirected
calls are respected.

Note that takebacks occur at picocell boundaries. When-
ever a mobile user crosses a picocell boundary, the system
attempts to revert overflow calls back to the original BS.

3.3.3 Picocell Placement

Picocell placement is a network optimization problem that
seeks the best possible system performance with as few CBS
as possible. We study how the system performance changes
in response to changing K and e. From the planning per-
spective, we seek a configuration that meets the performance
requirements with minimal additional cost.

Our model accounts for traffic heterogeneity, partial CBS
coverage, and their implications. We develop the model
within one macrocell, hence we do not address issues arising
between macrocells, such as the potential overlap between
two EBS, and picocells bordering several EBS. The over-
lap between two EBS has been studied in [8, 17], under the
assumption of homogeneous traffic. It is of practical im-
portance to study models that incorporate both multiple
macrocells and traffic heterogeneity for optimization of sys-



tem performance and/or cost. This topic deserves further
attention in the future.

3.4 Model Parameters and Notation

In this section, we present the parameters used to define
the EBS-CBS system model and its traffic characteristics.
The purpose of the model is to develop and evaluate a high-
level traffic management scheme, while deferring practical
implementation issues (e.g., user location tracking) to future
work. A summary of our model notation appears in Table 1
and Table 2.

Let A, denote the aggregate arrival rate of new calls to
the EBS. Similarly, let A\, denote the aggregate arrival rate
of new calls to the K CBS in the hotspot region. We assume
that A, > \n.

The cell residence time is the duration that a mobile user
stays within a cellular coverage area before moving else-
where. Obviously, the smaller a picocell is, the shorter is the
expected time that a mobile user spends within it. However,
this relationship is not necessarily linear. Let R represent
the mean time that a mobile user resides in a macrocell, and
R’ represent the mean time in a picocell. We assume that:

R 5 A B
o 7(@) 0<a<1). (4
where (3 is a mobility parameter, and the second equality
follows via substituting Equation 1 into the first equality.

If the mobility of a user is completely random, then the
cell residence time is proportional to the size (area) of the
cell (8 = 1.0). However, if a mobile user moves with a linear
trajectory, then the cell residence time is proportional to the
diameter of a cell (8 = 0.5). A realistic situation may fall
between these two extremes. Hence we allow 0.5 < 8 < 1.

The next two model parameters relate to partial CBS cov-
erage and its consequences. Among all unsuccessful call re-
quests to an EBS, define 7 as the fraction that attempt over-
flow to a CBS (the rest are immediately removed). If mobile
users are equally likely in any location, then 7 &~ A. From
our assumption, mobile users are more likely to appear in
the hotspot region. Hence we can assume:

> A. (5)

Among all handoffs from a CBS, define x as the fraction
directed to another CBS (the rest are directed to an EBS).
From our assumption, mobile users are more likely in the
hotspot area. If handoffs to any location in the macrocell
are equally likely, then:

A—c¢
e 0

where the numerator is the area within the hotspot but out-
side the current picocell, and the denominator is the total
area within the macrocell but outside of the current picocell.
A conservative estimate of x is achieved with equality in this
relation; this happens if mobile users appear equally likely in
any location. For simplicity, we also assume that the handoff
behaviour out of each picocell is statistically identical.

In our model, there is a difference between system-level
performance and user-perceived performance, with respect
to call blocking and dropping. These differences arise since
some calls have a second chance at being accommodated,
even if they are initially blocked at one BS. Furthermore,
some calls may be redirected more than once. A BS views

X 2

each such instance as a separate call event, while a user does
not; they are only concerned with the ultimate probability
of completing a call or not.

To study user-perceived performance, it is necessary to
identify which user initiates a call. New call arrivals to the
EBS arise from Type-1 users, and from Type-2 users who
initiate calls outside the hotspot region. Let A“! be the new
call rate of Type-1 users. Let A\“? be the new call rate of
Type-2 users, and let ¢ be the probability that Type-2 users
initiate a call from within the hotspot area. Then:

A A (1= g)Av?
N, = A"

3.5 Performance Metrics

To recap the discussion so far, we introduced five types
of calls, namely: new calls, handoff calls, and three types of
redirected calls, including overflow calls, privileged overflow
calls, and takeback calls. Each type of call is treated as a
stream of calls in our model.

The following notation is used throughout the rest of the
paper. Let ¢ be an enumerative type variable taking values
from set & = {n,h,o,p,t}, where n stands for new calls, h
stands for handoff calls, o stands for overflow calls, p stands
for privileged overflows, and ¢ stands for takeback calls.

The notations used for macrocells (EBS) and for picocells
(CBS) are analogous, with a / (prime) added to distinguish
them. For example, A, is the call arrival rate for stream ¢
at an EBS, while X}, is the call arrival rate for stream ¢ at
a CBS.

For each traffic stream, we define the following metrics:

e p,, — the rejection probability of stream ¢;

e (CT), — the carried traffic of stream ¢ in the EBS; the
total carried traffic in an EBS is (CT) =3 _(CT)s,.

Following the terminology in the literature, the rejection
probabilities are named for each stream ¢: blocking of new
calls (p;,), dropping of handoff calls (p},), failed overflow
probability (p;), and takeback failure probability (p}).

Users are not concerned with whether a call has been redi-
rected, as these are just traffic management details. Metrics
of interest to users are the final blocking probability of new
calls as well as the final dropping probability of handoff calls.
We introduce the following notation:

ul ul u2 u2
Pblock: Pdropv PblocIm Pdrop

where the superscripts ul and u2 refer to Type-1 and Type-2
users, respectively.

The system costs for setup and operation are also impor-
tant in our model. Briefly, the following costs are introduced
in our proposed scheme: (1) the cost of the EBS, which is
fixed, assuming a constant number of channels per EBS; (2)
the CBS set-up cost, which is proportional to K; and (3) the
CBS operation cost, which is proportional to the number of
available channels and the area of the hotspot.

4. MODEL ANALYSIS

This section presents the analysis of our traffic manage-
ment scheme, and develops an iterative algorithm to evalu-
ate the performance metrics.



Table 1: Model Notation for System Configuration Parameters

[ Symbol | Description

Cm Channel capacity (number of channels) for Essential Base Station (EBS)
Ch Threshold value for admitting new calls at EBS
C, Threshold value for admitting overflow calls at EBS

cy, Channel capacity (number of channels) for a Complementary Base Station (CBS)
cy, Threshold value for admitting new calls at a CBS
c Threshold value for admitting overflow calls at a CBS

SR>

Proportion of macrocell area occupied by traffic hotspot
Number of CBS picocells deployed within a macrocell
Geographic area covered by each picocell

Relative efficiency of hotspot coverage using picocells

4.1 State Variables

Let N(t) denote the number of ongoing calls in an EBS at
time t. We divide ongoing calls in a BS into five streams, as
given by £. We have N(t) =i(t) + j(t) + k(t) + 1(t) + (%),
where i, j, and k are respectively the number of ongoing new
calls, handoff calls, and takeback calls, while [ and [, are the
number of overflow calls and privileged overflow calls, re-
spectively. Associated with a CBS, there is another stochas-
tic process denoted N'(t), which is similar to N(t) except
that it is observed in one picocell.

For queueing networks, an analysis based on traffic bal-
ance equations has been developed, which yields a product-
form solution. Our setting is slightly different, but very
similar to [9], where the solution can be approximated by a
product-form solution. We follow the latter approach.

First we establish the traffic characteristics in the model
(e.g., arrivals to and departures from each BS). It is essential
to describe the traffic and performance in both the macrocell
and the picocells.

Focusing on a macrocell (an area covered by an EBS), we
have the following set of traffic characteristics and perfor-
mance metrics defined on &:

e )\, — the arrival rate of stream ¢ in an EBS;

e T, — the mean channel holding time of stream ¢ in a
EBS (note that a channel may be released if a mobile
user moves out of the coverage area);

e h, — the probability that a mobile user moves out of
the coverage area of an EBS before an ongoing call
terminates (i.e., a handoff request is necessary); and

e v, — the probability that a mobile user moves across
the boundary of a picocell while a call is in overflow
state (i.e., the system initiates a takeback attempt).

Note, however, that the characteristics listed above can
be synthesized from the random variables introduced below:

e T° — call duration (i.e., from call initiation until call
termination);

e R — residence time in a macrocell (i.e., from the time
a mobile user enters a cell until it moves out of that
cell)

The characteristics above have their counterparts in a pic-
ocell. For example, R/ is the residence time in a picocell, and
T', is the mean channel holding time of stream ¢ in a CBS.

4.2 Channel Holding Times

A call can change its stream type during its lifetime. By
definition, T, is the time that a call of stream ¢ holds a
channel of a BS. Referring to Figure 2, let us examine an
example of how T, relates to 7° and R:

1. ¢ = n: T, is the time from the instant of call initiation
until the instant that the mobile user moves out of the
current cell.

2. ¢ = h: Ty, is the time from the instant that the mobile
user moves into this cell until the instant of call termi-
nation or the mobile user leaving the cell, whichever

comes first.
e
Enter call Leave Leave Call
the cell initiates the cell  thecell terminates

Figure 2: Diagram illustrating channel holding times

Let (T°)? be the remaining time of T (i.e., the tail of 7°
from a random instant), and let (R)? be the remaining resi-
dence time. If both 7° and R are exponentially distributed,
then (T°)° ~ T° and (R)° ~ R, from the memoryless prop-
erty. In this case, we actually have identical distributions
for T),’s, hence we may omit the index ¢. The calculation
of T, and h,, can be simplified, as follows:

1 1 1
2 — 4+ = 7
T ™ TE (7)
1 R
Z = 14 =
h * 7o (8)

In the general case, the following relations hold:
Tg ~ T° ifpisn
Ty ~ (T°)7, otherwise
R, R, ifpis hort
R, ~ (R)?, otherwise

2

In deciding call holding times T, and handoff probabili-
ties hy, the call durations and the cell residence times play
fundamental roles. We have:

T, = min (T2, R,)
hy = 1 (R,<TY)



Table 2: Model Notation for Traffic and Mobility Parameters

[ Symbol | Description

T Random variable representing call duration
R Random variable representing cell residence (occupancy) time
o Superscript used to refer to tail of distribution
(R)? | Tail of cell residence time distribution
10) Fraction of Type-2 (hotspot affinity) calls that initiate from within hotspot
T Fraction of rejected calls at an EBS that overflow to a CBS
X Fraction of handoffs to another CBS (the rest become privileged overflows to EBS)
I3 Set of call-stream types, £ = {n, h, o, p, t}
%) Subscript index for call stream type: ¢ € £
T, Random variable denoting that a call of stream ¢ holds a channel
Q System state space
= Rejection set (a subset of the state space in which calls of stream ¢ are rejected)
Ao Arrival rate of stream ¢ to EBS
Ay Load imposed on EBS by stream ¢
Dy Rejection probability of stream ¢ at EBS
N(t) | Total number of ongoing calls at time ¢ in EBS
T Joint equilibrium distribution at EBS
(CT) | Total carried traffic by EBS per macrocell

A, Load imposed on a CBS by stream ¢
A Arrival rate of stream ¢ to a CBS
Dy Rejection probability of stream ¢ at CBS

N'(t) | Total number of ongoing calls at time ¢ in CBS
7’ Joint equilibrium distribution at CBS
(CT)" | Total carried traffic by CBS per macrocell
he Macrocell handoff probability (i.e., mobile user leaves macrocell before an ongoing call terminates)
ki, Picocell handoff probability (i.e., mobile user leaves picocell before an ongoing call terminates)
Ve Takeback probability (i.e., mobile user leaves picocell before an overflow call terminates)
ul Superscript used to refer to Type-1 (general) users

u2 Superscript used to refer to Type-2 (hotspot affinity) users

where 1(.) is the indicator function. In the above formula-
tion, the first equation says that a call initiated by a mobile
user occupies a channel until the call terminates or the mo-
bile user moves out of the cell, whichever comes first. The
second equation says that a handoff is requested whenever
the mobile moves out of the cell before the call terminates.
Taking expectations for the foregoing equations gives:

T, =
h, =

E [min (73, R,)] (9)
Pr (R, < T3) (10)

For each ¢, given that the distribution of 7° and the dis-
tribution of R are known, the relations for T,, and h,, can be
derived. There are several methods for doing this, including
Laplace transforms and generating functions [17].

4.3 Traffic Balance Equations

Following the previous notation, we use the subscript ¢ to
denote traffic characteristics related to stream . A, and T,
are respectively the arrival rate and mean channel holding
time at an EBS. T; is the mean holding time of a channel in
a CBS, but note that \{, is the arrival rate of call stream ¢ to
all K CBS within a macrocell (consistent with Section 3.4).

Throughout the rest of the paper (unless otherwise men-
tioned), exponential distributions for call duration and cell
residence times are assumed. With these assumptions, the
h, probabilities become identical, regardless of ¢. Similar
can be said for v,, h{, and v),. Hence, we drop all sub-

©
scripts in these probabilities. (Extending to the case of non-

exponential distributions is straightforward, but we have to
add back the subscript ¢ where appropriate.)

n )\h

—

Plcocell

Picocell Picocell| - -

Figure 3: A block diagram of the traffic in our model
(with one macrocell, K picocells)

Two groups of balance equations are needed: one group
for an EBS, and the other for a CBS. The block diagram
in Figure 3 shows the arrivals and transfers between base



stations, to illustrate an overall picture of the traffic in the
model. In particular, please note that the fraction of partial
overflow is 7, and that the fraction of partial handoff is x;,
as discussed in Section 3.4.

4.3.1 Macrocell Model (EBS)

Handoffs between two EBS are always permitted, and
overflows from a CBS to EBS are always allowed. However,
if a call connects to a CBS, and the mobile user initiating the
call moves out of a picocell, then that call may be handed
over to another CBS if the new location is within the hotspot
region, or treated as a privileged overflow call to the EBS
otherwise. This analysis leads to the following;:

Ao :A/n pg‘}’A;L p/};r (11)

(x>0) (12)

1—
X

A =h(n (1 =p}) + A(1—ph) + Xe(1 = p})) (13)

At = vA¢ pi +07(1 — po)(An Dr + Ak Dh)- (14)
43.2 Picocell Model (CBS)

Requests to overflow to a CBS come from mobile users
that fail to connect to an EBS. We consider the collective
rate of overflowing to all K picocells. This rate is:

Xo =T(An Pn + An Ph), (15)

where 7 is the fraction that attempt overflow (recall the
discussion of partial overflow).

Handoff requests to a CBS include the following three
cases: (a) new call requests to the CBS that are not blocked
attempt to handoff when crossing the picocell boundary; (b)
handoff calls to the CBS that are not dropped attempt to
handoff when crossing the cell boundary; (c) successful take-
backs (from the EBS) attempt to handoff when crossing the
picocell boundary. Note that the partial handoff fraction is
x. The handoff rate in steady-state is:

Aw=xB (A (1= i) + A (1 —p) + X (1 —pi")). (16)

Requests for call takeback from an EBS to a CBS include
the following four cases: (a) new calls overflowed to EBS are
taken back to CBS; (b) handoffs overflowed are taken back;
(c) failed previous takeback attempts are tried once more;
and (d) privileged overflows to EBS are taken back to CBS.
Hence, the takeback rate is:

A= v (AP + (=P (17)
+(1=pg )Xy P+ N )
The total arrival rate to a CBS is the sum of the arrival

rates of new calls, handoff calls, and takeback calls, as well
as overflows and privileged overflows to the CBS.

4.4 Equilibrium Loss Metrics

Our analysis proceeds by considering our network model
as a loss system with multiple servers (channels). We com-
pute loss probabilities based on system load and network
resources, similar to the well-known Erlang formula.

Let us first consider the process N(¢) in an EBS. Note
that A, is the system load generated from stream ¢: we
have A, = A T,. Letting w(i,j, k,1,1p) denote the joint
stationary probability, we have:

—1 (M) (AR)” (A0)* (Ao)' (Ap)"™
i gV RN (1))

@ is the normalization constant such that over state s € €2,

m(s) sums to 1, where the state space

Q = {(i7j7k7l’lp):0S11j7k7l7lpgom;
i< Cnyl < Coly < Cpl

ﬂ(i7j7kvlvlp) = (Q) (18)

Based on the equilibrium, we estimate system loads and
performance metrics. For each stream ¢, let =, denote the
set of states in which calls of type ¢ are rejected in an EBS.
We calculate:

load: . P/ (19)
rejection probability: P, = Z m(s).  (20)
SEE,
carried traffic:  (CT), =X,(1—p,). (21)
The rejection sets =, in Equation 20 can be specified:

E‘" = {(Z7J7k7l7lp)7f+]+k+l+lpz m
ori=Cyr} (22)

Eo = {(’L,‘%k,l,lp)Z+]+k+l+lpzcm
orl=0Cb} (23)

{4,k L) it j+ k4141, =Cn} (24)
{4,k L) it j+ k4141, =Cn} (25)
(G, g, kL) i4 G+ k4141, =Cm

orl, =Cp} (26)

m g]
1

[1]

kS

Provided new call arrivals are Poisson, the probability of
a new call being blocked equals the probability that the sys-
tem is in a state that blocks new calls (i.e., the PASTA
principle: Poisson arrivals see time average). For handoffs
and redirected calls, a similar observation holds, as long as
these streams are also Poisson. (We assume so.)

The analysis of traffic for a CBS is analogous. The CBS
counterparts to Equations 19 to 21 are:

A, = T\, /K. (27)
Py = > (). (28)
(CT), = A, (1-pg). (29)

where the equilibrium state distribution 7’(.) is similar to
m(.), but without privileged overflows to a CBS:

S1 (AR (ML) (A (AG)
A GUELD '

Lastly, user-perceived loss metrics are calculated (for def-
inition, refer to Section 3.5):

Piioer = pn-(1=7(1=py)). (30)
P;'rlop = pz : (1 - T(l - p:)r)) (31)
For Type-2 users, the scenario is a bit more complicated:

Pt =0py po+(1—¢)pn L—71—p). (32

ﬂ—,(iv Ji ks l) = (Ql)



The term (1 —7(1—py)) arises because of the conditions for

a call being rejected at an EBS, the probability that either
the call does not attempt for an overflow to CBS, or the
call attempts an overflow but fails. Explanation of other
formulae are similar.

The user-perceived dropping probability measures the prob-
ability that an ongoing call is dropped, when a mobile user
leaves a cell while continuing a call. For Type-2 users, we
have the following three cases: (1) Type-2 user calls that are
handed off between two CBS are rejected, and attempted
overflows to EBS are also rejected; (2) Type-2 user calls
that are handed off between two CBS are rejected, and at-
tempted privileged overflows to EBS are also rejected; and
(3) Type-2 user calls that are handed off between two EBS
are rejected, and overflows to CBS are either not attempted
or not successful. Capturing all these cases, we have:

Py, ¢ P (Po(1—X) + ppX) (33)
+(1—¢) pp (1—7(1—p7)).

The foregoing analysis can be extended to general holding
times without difficulty, because of the well-known insensi-
tivity property. That is, the stationary state distribution de-
pends only on the mean service time (channel holding time),
and not on the service time distribution.

4.5 lterative Algorithm

For this model, an iterative algorithm is developed for
performance evaluation, based on the previous discussion:
BEGIN
Init for all p € €
Py — 0,pp — 0
€ «+— specific error tolerance
REPEAT { Evaluate arrival rates, system loads and loss
metrics for all streams }
forall p € £ BEGIN
(P%)sav — Pips (P)sav — (PF)
Evaluate Ay, A}, (from Equations 11 to 17)
Evaluate Ay, A, (from Equations 19 to 21)
Update: pf,py, (from Equations 27 to 29)
END UNTIL
(diff(p", (P)sav) < € AND diff(p"", (p")sav) < €)
End of the Algorithm;
where we define a function diff() for any two vectors g =
(po), 7= (g¢), ¥ € &, as follows:
diff(p, ¢) = Eweg lpe — ol

5. NUMERICAL RESULTS

We investigate by numerical experiments the sensitivity of
the loss metrics to the model input parameters. We choose
a default set of parameter values, and then selectively vary
some of them.

The default settings are as follows. For the EBS, we set
Cmn =12, C, =9, and C, = 5. For each CBS, we set
Cl, = 4, Cl, = 3, and C, = 2. The number of picocells
per macrocell is K = 3. In this case, the total number of
channels is Cy, + KCJ, = 24. The mean call duration is
T9 = 14.0 for all calls. The mean cell residence time at
the macrocell is R = 35.0, and A = 0.25. The mean cell
residence time R’ in a picocell is estimated from Equation 4
where we use the settings § = 0.75 and a = 0.7. We set
parameters 7 = 0.3 and x = 0.8, which satisfy Equation 5
and Equation 6, respectively.

The rates of call arrivals are designated as follows. The
call arrival rate for Type-1 users is \*' = 0.3. The call
arrival rate for Type-2 users is A*?> = 1.0. The proportion
of Type-2 calls initiated from within the hotspot region is
¢ = 0.85.

If we temporally ignore loss effects, then the raw system
load imposed by Type-1 and Type-2 users is (A** +A*?)T° =
1.3 x 14 = 18.2 Erlangs. Comparing this with the total
number of channels (24), we note that the default case has
a medium load factor (75%). As A*? increases (i.e., traffic
in the hotspot area is more intense), we expect the load
factor to increase as well. For example, if \“? = 1.3, we can
analogously calculate that Type-2 mobile users themselves
impose a load of 18.2 Erlangs, which brings the total load to
22.4 Erlangs. In this situation, the system load is extremely
high (93%).

5.1 Effect of Traffic Load

The first experiment is designed to study the issue of how
loss metrics respond to the traffic intensity, especially when
traffic from Type-2 users becomes intense. We fix A\*! to
be 0.3 but vary A*? from 0.5 to 1.5. We also suppose that
most Type-2 users initiate calls via a CBS (¢ = 0.85). The
reported results include the rejection metrics observed at
EBS and CBS, and user-perceived loss for both Type-1 and
Type-2 users. These appear in Figure 4.

The general trends in Figure 4 are as expected. Loss rates
increase monotonically with system load, and the loss rates
in the busy hotspot region are usually higher than those at
the EBS. In general, the call blocking rates tend to be higher
than the call dropping rates.

From the numerical results, we note that the user-perceived
loss probabilities in Figure 4(b) are lower than the rejection
metrics observed at an EBS or a CBS in Figure 4(a). The
performance improvement (i.e., reduction of user-perceived
loss) is evident, even though the CBS coverage is only par-
tial. This is due to the overflow mechanism, which provides
calls rejected at one BS with a second chance for connec-
tion to another BS, as well as the takeback mechanism,
which prevents excessive exploitation of channels in a BS.
For Type-2 users, the dropping probability is actually higher
than the blocking probability. However, both loss rates are
still lower than those experienced by Type-1 users.

5.2 Effect of Number of Picocells

The second experiment is designed to study the effect of
using more picocells to cover the hotspot region, which has a
fixed area (i.e., Kea is a constant, and the coverage efficiency
is also fixed at & = 0.7). We vary K to examine how the loss
metrics respond. The loss metrics are the same as those in
the first experiment. The results are reported in Figure 5.

The general trends in Figure 5 show that loss rates de-
crease (as expected) when additional picocells are deployed.
This trend makes sense, since more channel capacity is avail-
able in the network. However, the decreases show a dimin-
ishing returns effect, and the effects differ at the EBS and
the CBS, as well as between blocking and dropping.

From the numerical results, as K increases, the rejection
probabilities (both blocking and dropping) decrease signifi-
cantly at the CBS level, but only slightly at the EBS. The
user-perceived loss rates in Figure 5(b) follow the same trend
as the system loss rates in Figure 5(a). Type-2 users perceive
consistently lower rejection than those of Type-1. However,
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Figure 4: Effect of Traffic Intensity

when K exceeds a certain value (say, K = 5 in this example),
the primary effect is in the reduction of blocking probability
for Type-2 mobile users (which is already low); the decrease
in the dropping probability of calls from Type-2 mobile users
becomes less significant. We would not recommend K larger
than 5, since the deployment costs increase linearly with K,
while adding more CBS beyond K = 5 does not lead to any
significant improvement in system performance.

5.3 Discussion

There are several performance trends to be noted. First,
as K increases, a crossover occurs in Figure 5 between the
rejection performance curves of Type-1 users and those of
Type-2 users. When K is small, Type-2 users experience
higher rejection than the other class, since their calls are
directed to a (busy) CBS first, while Type-1 user calls are
directed to the EBS first. When K is larger, Type-2 mo-
bile users experience less blocking. However, the decrease in
dropping is not as significant as the reduction of blocking.
(Due to partial CBS coverage, some handoffs between CBS
are redirected to EBS as prioritized handoffs; their rejection
probability is not significantly improved by increasing K.)
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Second, the user-perceived rejection rate of Type-2 users is
consistently lower than that of Type-1 users for the param-
eter range in our experiment (see Figure 4 and Figure 5).
However, the difference becomes smaller as the traffic be-
comes more intense (Figure 4), especially when the new call
arrival rate of Type-2 users increases. Third, we note that
both types of mobile users experience lower loss when in-
creasing the number of CBS per macrocell, but Type-2 mo-
bile users benefit the most.

6. SUMMARY AND CONCLUSIONS

In this paper, we have studied the system performance of
a cellular network with partial coverage picocells under dif-
ferent traffic conditions. The model in this paper provides
a useful tool for performance study of cellular networks and
the placement of CBS. We model the heterogeneity of traffic
within a macrocell. Using the proposed traffic management
scheme with CBS, the wireless/cellular system achieves con-
sistent loss reduction and improved system performance un-
der medium to high load.

We have developed an analytical model for this scheme,
and studied several interesting related issues. In particular,



we apply our model to the case of fairly intense traffic, con-
centrated in a relatively small hotspot area. Under the situ-
ation considered, we found by numerical results that the pro-
posed traffic management scheme reduces loss and enhances
system performance. This observation agrees with other
traffic management schemes with picocells. To the best of
our knowledge, this work is the first to develop a model
under both CBS partial coverage and using bi-directional
overflows and takebacks as the traffic management scheme.

Our model for the proposed traffic management approach
has relatively low complexity, which makes it possible to
evaluate system performance for a large set of different pa-
rameter combinations. This low-complexity algorithm can
also become a building block for developing, solving, and
evaluating more complicated models, such as a model for
multiple EBS, or different call classes.

From our analysis and discussion, we observe the dimin-
ishing returns effect, and the rising cost for deployment of
more CBS. Ultimately, we expect to use this model to es-
timate the number of CBS needed to optimize system per-
formance under a fixed total budget, or to maximize the
cost-adjusted returns.

There are many promising directions for future work, which
will address some of the limitations induced by the simpli-
fying assumptions in our model. Some of these extensions
include non-Poisson call arrivals, general distributions for
call duration and cell residence times, overlapping EBS con-
figurations, and the relationships between cellular coverage
and user mobility pattern [13]. We have not yet studied the
system cost model in any detail; this also needs attention.
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